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1 Introduction

Characterization of explosive effects has traditionally been performed using pressure gages and various measures of damage, such as plate dents, to determine a “TNT Equivalence” of a blast [1,2]. Most of the traditional methods, however, result in numerous equivalencies for the same material due to large uncertainties and dependencies of the equivalence on the distance from the explosion [3,4]. Modern high-speed digital imaging has allowed the development of several optical techniques for studying explosive effects, which have expanded the detail to which a blast can be characterized.

Many of the imaging studies visualize and track shock wave propagation using refractive imaging techniques including schlieren, shadowgraphy, and background oriented schlieren (BOS) [5]. In one of the most ground-breaking studies, Kleine et al. used high-speed digital cameras and shadowgraphy to track shock waves from silver azide charges and demonstrated the spatial dependence of a “TNT equivalence” measurement [6]. Similar studies expanded the analysis using other imaging methods [7,8], explosive materials [9–12], and explosive-charge scales [13–15]. All of these approaches have focused on measuring the shock wave propagation optically to estimate pressure characteristics which are compared to gage measurements.

The schlieren and BOS technique are capable of yielding quantitative density information of flow fields [16], but few researchers have applied this capability to studying explosions. Quantitative density measurement from refractive techniques is well-documented for aerodynamics applications [17–19], including shock waves [20], but not moving shocks. One exception is the technical report by Biss and McNesby [21], where quantitative schlieren imaging was used to measure the density field near a small explosive charge. This work used the quantitative density measurement to estimate the pressure field and impulse produced by the explosion as a function of distance. The pressure measurement, however, relied on an assumed temperature.

The measurement of temperature in explosive events can be considered a “holy grail”, which many researchers have explored [22–24]. The challenges include temporal and spatial resolutions across orders of magnitude temperature changes, as well as the destructive environment of the explosion itself. One of the most successful techniques has been optical pyrometry and spectroscopy [25,26]. These techniques measure a temperature in a limited region of an explosive fireball, but do not provide any information on the temperature associated with the shock wave, which in general propagates further than the fireball.

The present work applies schlieren diagnostics to quantitatively measure the density field produced by an explosively-driven shock wave, as done by Biss [21]. We expand on the previous work by using piezoelectric pressure gages to measure the simultaneous pressure field behind the shock wave. From these two measurements the temperature decay behind the moving shock wave is determined. Scaling arguments are applied using the measured data and computational simulations to allow estimation of the temperature and ultimately pressure field from just the optically-measured density field.
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Abstract: Shock waves produced from the detonation of laboratory-scale explosive charges are characterized using high-speed, quantitative schlieren imaging. This imaging allows the refractive index gradient field to be measured and converted to a density field using an Abel deconvolution. The density field is used in conjunction with simultaneous piezoelectric pressure measurements to determine the shock wave temperature decay profile. Alternatively, the shock wave pressure decay profile can be estimated by assuming the shape of the temperature decay. Results are presented for two explosive sources. The results demonstrate the ability to measure both temperature and pressure decay profiles optically for spherical shock waves that have detached from the driving explosion product gases.
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2 Experimental Section

2.1 Schlieren Imaging Setup

A parallel-light lens schlieren system [5] was used as shown schematically in Figure 1. The system includes two 127 mm diameter f/6 parabolic lenses, an LED light source, and a razor blade knife edge. Images were captured with a high-speed digital camera, for which both a Photron SA-X2 and a Phantom v711 were used in individual experiments. The choice of camera did not affect the results and represents a user preference.

The schlieren technique visualizes the derivative of the refractive index field integrated along the optical path [5]. The region between the parabolic lenses is considered the "test section", and the refractive index variations throughout this region are imaged. The quantitative density measurement process is well documented by Hargather and Settles [16] and only a limited description of the process is reproduced herein.

A schlieren image is characterized by grayscale pixel intensity variations representing the refractive index gradient field. To quantify the variations, a calibration object is used to relate grayscale intensity to refraction angle (gradient of refractive index) [16]. Here 4 m and 10 m focal length lenses were used as the calibration objects. The grayscale variations across the lenses are directly correlated to the grayscale values in the flow region of interest to determine the local refraction angle. Figure 2 shows the grayscale variation across a typical schlieren image with the calibration lens and a shock wave in the field of view. Typically separate tests are performed, one to record images of the calibration lens and then the actual explosive test without the lens in the field of view. Experiments showed that as long as the optical system was not adjusted or moved between tests, the calibration data could be used from the separate test, thus allowing the field of view to be free of the lens. The calibration lens is positioned in the plane of the shock wave to be measured, and the camera is focused on the lens.

The grayscale variation as a function of position within the lens is fit to a linear profile. Each radial position in a lens focuses light toward the lens focal point, thus each radial position has a different angle through which light is bent. The grayscale gradient across the lens is thus related to refraction angle for known lens focal length. The lens in Figure 2 has only a horizontal variation in intensity, instead of a polar angle variation, because a vertical knife edge [5] is used in the schlieren imaging yielding visualization of only horizontal refractions.

The refraction angle, \( \theta_y \), is the angle through which a light ray has been bent and is given by:

\[
\theta_y = \frac{1}{n} \int \frac{dn}{dy} \, dz
\]

(1)

The integral yields the total light bending along the entire optical path. For a rectilinear two-dimensional flow the refractive index gradient field is assumed to be independent of length along the optical axis (\( z \) in Figure 1), and the integral yields the gradient multiplied by depth of the refracting object. For the spherical geometry of an expanding shock wave, the integral is not as easily simplified: an Abel transform is required.

![Figure 1. Schematic of a parallel-light lens schlieren system, showing a ray of light being refracted by a shock wave in the test section. The coordinate system shown uses \( z \) along the optical axis and \( x \) and \( y \) perpendicular to the optical axis, with \( y \) in the vertical direction shown.](https://example.com/image1)

![Figure 2. Typical full-field schlieren image showing the calibration lens and a shock wave propagating to the left. The graph shows the pixel intensity along the horizontal white line in the image. The outer diameter of the lens holder is 45 mm.](https://example.com/image2)
2.2 Abel Transformation

The Abel transformation relates a spherically-symmetric field to a two-dimensional projection of the field [27] and is used herein to deconvolute the planar schlieren projection to the radially-symmetric three-dimensional refractive index field [28]. The two-point method described by Kolhe and Agrawal [28] is used.

The Abel transformation has an input of the refraction angle in radians at each radial point in the image, $\epsilon_j$, and the output is $\delta(r_i)$, which as shown below is a non-dimensionalized refractive index, $n$, value at each corresponding radial position, $r_i$. The Abel transformation is performed by solving the following equations:

\[
\delta(r_i) = \sum_{j=1}^{N+1} D_{i,j} \cdot \epsilon_j
\]

\[
D_{i,j} = \begin{cases} 
\frac{1}{\pi} (A_{i,j} - A_{i,j-1} - jB_{i,j} + (j - 2)B_{i,j-1}), & \text{if } j > i \text{ and } j \neq 2 \\
\frac{1}{\pi} (A_{i,j} - B_{i,j-1}), & \text{if } j > i \text{ and } j = 2 \\
\frac{1}{\pi} (A_{i,j} - jB_{i,j}), & \text{if } j = i \text{ and } i \neq 1 \\
0, & \text{if } j = i = 1 \text{ or } j < 1
\end{cases}
\]

\[
A_{i,j} = \sqrt{j^2 - (i - 1)^2} - \sqrt{(j - 1)^2 - (i - 1)^2}
\]

\[
B_{i,j} = \ln \left( \frac{j + \sqrt{j^2 - (i - 1)^2}}{(j - 1) + \sqrt{(j - 1)^2 - (i - 1)^2}} \right)
\]

\[
\delta(r_i) = \frac{n(r_i)}{n_0} - 1
\]

The local refraction angle, $\epsilon_j$, is obtained from the image using the local intensity value and the calibration lens to convert that intensity to a refraction angle. The Abel transform requires the refraction field from the radial point being analysed all of the way to the center of the spherical object. For tests performed herein, where the center of the shock wave is not visible, the pixel locations from the edge of the field of view to the center are filled with values of 0. This does not affect the determination of the local refractive index, but is required for the Abel inversion process.

The Abel inversion assumes and requires that the entire field being inverted is of the same material. This technique can be applied across the shock wave in air, but cannot be applied in areas where the gas changes, e.g. from the air to the product gas cloud. This limits the analysis here to shock waves which have separated from the driving product gases.

Once obtained, the refractive index, $n$, of the gas can be directly related to density, $\rho$, by the Gladstone-Dale Law using the Gladstone-Dale constant for air ($k = 2.23 \times 10^{-4}$ $m^3$ kg$^{-1}$):

\[
n = k \rho + 1
\]

2.3 Pressure Measurement

Side-on pressure was measured for each test using a PCB Piezotronics model 102A07 gage, with maximum pressure of 345 kPa (50 psi). The pressure gage was flush-mounted in an aluminum flat plate, which was rigidly mounted to an optical table. The plate was positioned with the top surface parallel to the explosion center. The sharp leading of the plate was pointed at the blast center, resulting in the shock wave propagating across the plate, while remaining effectively perpendicular to the plate. Experiments showed good alignment of the plate and explosion center, with no Mach stems or irregular reflections observed.

The flat plate and pressure gage were positioned in the schlieren system test section with the plate top surface located just below the centerline of the imaging. Figure 2 shows the full schlieren field of view, with the rear portion of the flat plate visible. The location of the flush-mounted pressure gage is noted in the image. Atmospheric pressure during testing was measured with a laboratory weather station and verified against the nearby Socorro, NM, airport weather reporting.

2.4 Blast Wave Property Variations

The goal of this work was to measure temperature and pressure variation across an explosively-driven shock wave. Before experiments were performed the analytical solution of Taylor [29] was explored to provide a theoretical variation of properties. The blast wave similarity solution as developed by Taylor shows that the density and pressure both vary over the same timescale. The decay profiles are plotted together as the non-dimensional pressure and density as functions of radius from the explosion center in Figure 1 of Ref. [29].

To further support this assumption that the pressure and density can be assumed to vary over the same timescale, simple computational simulations were performed in CTH. CTH is a hydrocode developed by Sandia National Laboratories and is used widely to examine shock physics and shock wave propagation from explosions [30]. Herein a simple one-dimensional radially symmetric computation was performed. The explosion of a 1 g charge of PETN was simulated in a domain with a 2 m radial extent. The domain was divided into 2000 individual cells, providing a base resolution of 1 mm. Computational gages were positioned every 10 mm to obtain density, temperature, and pressure profiles as a function of time at individual locations. The output here is not of interest in absolute magnitude, but rather a scaled magnitude to examine the timescale of property changes. The field variables of tempera-
ture, pressure, and density were normalized by the maximum calculated value behind the shock wave and the atmospheric values as:

$$\frac{T - T_{atm}}{T_{max} - T_{atm}}$$

With this normalization the peak values become a 1, atmospheric values will be 0, and values below atmospheric conditions will be negative. The non-dimensional results of the simulation at a distance of 0.9 m from the explosion are shown in Figure 3. The results show that the density, pressure, and temperature all vary over the same timescale, as predicted by the Taylor similarity solution. This assumption is used here to estimate the time of the return to atmospheric pressure and temperature from the measured optical density data, as discussed below.

![Figure 3](image.png)

**Figure 3.** Non-dimensionalized density, pressure, and temperature profiles at a location 0.9 m from a 1 g PETN detonation simulated with CTH.

### 2.5 Experimental Procedure

Experiments were performed using shotgun primers (Remington 209 Premier STS) and 1 g spheres of primasheet (Ensign-Bickford, 80% PETN). Additional experiments were performed using NONEL shock-tube (Dyno Nobel), but are not presented here because the results were similar to the primers and primasheet [31].

For each test the explosive was positioned at a known distance from the schlieren field of view and pressure gage location. The explosive center was positioned in line with the pressure measurement plate top surface. Each explosive was suspended so that no reflections from the optical table (ground reflections) interfered with the measurements.

The schlieren system was set up so that the background intensity variation (grayscale level in Figure 2) was as uniform as possible. The background had a typical standard deviation of about 30 intensity levels, for the 12-bit cameras used, or about 0.7%.

A high-speed digital camera was used to record the schlieren images. The frame rates varied between tests, but were generally greater than 100,000 frames per second (except for full-field images, which were recorded for visualization purposes but not used for the primary data). The shutter speed was generally set to the minimum possible shutter speed of 0.293 μs or 0.30 μs for the Photron and Phantom cameras, respectively.

The schlieren system light source illumination and cutoff fraction were adjusted to maximize the range of grayscale intensity levels in the images. The number of pixel intensity values used (dynamic range) directly relates to the sensitivity of the system, or the smallest refraction angle that can be resolved. By maximizing the dynamic range in the images, finer the resolution of the density reconstruction can be achieved. Image processing including histogram stretching and gamma corrections [32] are not performed on the images before performing the density measurement, as no additional information is gained from the image processing. Most of the images presented here are raw, unadjusted, but some have been histogram-stretched to enhance visibility of flow features for publication.

An image of the calibration lens was recorded with the high-speed camera before and after each test. The calibration lens was used to relate the pixel grayscale intensity to a quantitative refraction angle, $\varepsilon$. Once this image was recorded, the camera and schlieren system were not adjusted before performing a test.

Each explosive test recorded high-speed images of the shock wave propagation over the flat plate and the pressure-time history from the piezoelectric pressure gage. The image data was analysed with the Abel transformation to obtain the refractive index and density fields. The pressure-time data and density field data were then analysed to determine temperature fields and an optical estimate of pressure throughout the blast field.

### 3 Results and Discussion

The results discussed are from a sequence of experiments performed over several months at the Energetic Materials Research and Testing Center (EMRTC), a research division of New Mexico Institute of Mining and Technology, located adjacent to campus in Socorro, NM.

Experiments were performed to image the shock wave from shotgun primers and 1 g spheres of primasheet. The shotgun primers were fired from a manual, spring-loaded, commercially-available device. The primers were positioned 0.165 m from the pressure gage location. Each distance allowed the shock wave to separate sufficiently from the driving combustion gases. The shotgun primer face was pointed at roughly a 45 degree angle upward. Small frag-
ments were expelled from the primer during firing, so this orientation reduced the fragments in the images and the associated noise in the pressure and density measurements.

Primasheet spheres were positioned 0.902 m from the pressure gage. The spheres were rolled by hand from the sheet explosive and were as round as possible. The detonator was positioned downward into the spheres which were suspended in air.

3.1 Schlieren Imaging and Density Measurement

The high-speed cameras recorded schlieren images of the shock wave propagation throughout the field of view. A typical image sequence of the shock wave is shown in Figure 4. The sequence was recorded at 120,000 frames per second, yielding the long rectangular frame size, which is ideal for imaging the one-dimensional shock wave motion over the flat plate. The pressure gage is flush-mounted in the flat plate at the position just behind the shock wave leading edge in Figure 4d.

![Figure 4](image)

Figure 4. Typical schlieren image sequence showing the shock propagating from right to left over the flat plate. The shock wave is just to the left of the pressure gage in image d. The image in frame a is set at \( t = 0 \) for all analysis and subsequent images shown are 67 microseconds apart.

3.1.1 Digital Streak Images

The individual high-speed images are used to create a digital streak image, which is shown in Figure 5. This streak image is created by extracting one pixel row from each image and stacking these rows vertically for successive images. The final streak image thus shows horizontal position on the horizontal axis and time on the vertical axis, with time increasing downward in the image. The streak image is used to measure the shock wave position as a function of time and velocity as it moves through the test region.

The streak image illustrates a unique transformation that needed to be performed on the recorded data to directly relate the density field to the time-resolved pressure field. The pressure gage measures the static pressure at a single location as a function of time, whereas the high-speed camera images density across a spatial field at individual times (individual frames). In order to compare the measured optical density to the measured pressure the coordinate reference frame of one of these two data sets must be transformed. To agree with traditional explosive measurements, the density field is converted to density as a function of time at the pressure gage location. This transformation is effectively converting from a horizontal line in the streak image to a vertical line. The temporal resolution of the high-speed camera was lower than the spatial resolution, so taking a vertical column from the streak image (Figure 5b) was not ideal. Instead the time-resolved density field was created by transforming the spatial density field (Figure 5c) using the velocity of the shock wave propagation. The streak image shows that the shock wave is not significantly varying in speed over the imaged area (constant slope in the streak image), so the errors are expected to be small from this manipulation. The transformed pixel intensity field is shown in Figure 5d, plotted with the time-resolved intensity extracted from the vertical line in the streak image. The two intensity curves agree well, as expected, but the transformed data set is of significantly higher temporal resolution.

3.1.2 Density Measurement from Abel Transform

The density field is obtained by performing an Abel transform on the measured camera intensity data. The measured intensity at each pixel is first converted to a local refraction angle using the calibration lens [16].

The physical distance from the center of the explosive charge to each pixel is determined using a pixel-to-length calibration and a physical measurement from the pressure gage to the explosive center. The data for local refraction angle, \( \epsilon_i \), at each physical location, \( r_i \), are the two inputs to the Abel transform (Equation (2), Equation (3), Equation (4), Equation (5), and Equation (6)), which outputs the refractive index as a function of radial position \( n_i \). The radial information is transformed to a temporal density field.

The intensity data in Figure 5c was extracted from the image in Figure 4d, and is transformed to the density profile shown in Figure 5d, presented with the original intensity variation for reference. The data shown was calculated using a single row of pixels extracted from the image in Figure 4d. The analysis was repeated with an input of pixel intensity at each location averaged over three rows of pixels, for which the results were indistinguishable on the graph. The averaging was explored to reduce sensor-level noise in the pixel intensities recorded, but the Abel transform process makes these small variations insignificant in
the output density profile, at least for the large distances from the explosion center measured herein. The temporal range of the density measurement is limited by the physical distance imaged and the velocity at which the shock wave is propagating. Several approaches were devised and attempted to lengthen the temporal measurement range by creating a “composite” schlieren image from the individual high-speed images, all of which failed. The failure is due to the nature of the schlieren imaging and Abel transform process: a full radial profile is required. Due to the spherical nature of the flow field, effects of disturbances at large radii are observed at all smaller radii, but small radial locations do not impact those further outward. In this way the leading edge of the shock wave can be imaged and quantified without imaging the explosion center, the converse however is not true. Therefore creating a composite profile is impossible because the leading shock wave is not imaged and thus its influence on smaller radial positions cannot be determined. Even attempting to temporally shift the images does not work because the shock wave and subsequent decay appearance change as the shock wave expands outward. Ultimately this limits the quantitative analysis to individual images and the achieved field of view.

In the same context, the vertical pixel intensity profile shown in Figure 5b cannot be converted directly to density because the spatial variation in pixel intensities are re-
quired for the Abel inversion to work. The density calculation is also limited to the regions of the image where the background intensity is uniform. Here this limits the analysis to the pixel locations between 100 and 600.

3.2 Pressure Measurement

Pressure was measured directly using a piezoelectric gage and an oscilloscope recording at 10 MHz. The pressure profiles recorded for the test shown in Figure 4, Figure 5, and Figure 6 and for a detasheet test are shown in Figure 7 and Figure 8, respectively.

The optical pressures shown in Figure 7 and Figure 8 were calculated from the measured image intensity data, converted to a temporal density profile. The pressure was obtained using the ideal gas law and a temperature.

Two approaches to estimating the temperature were explored: a constant temperature and a linearly varying temperature. The constant temperature approach assumes that the passage of the shock wave increases the local gas temperature, \( T \), from state 1 to 2 as a function of the shock wave Mach number, \( M \), and traditional gas dynamics:

\[
\frac{T_2}{T_1} = \left(1 + \frac{\gamma - 1}{2} M^2\right) \left(\frac{2\gamma}{\gamma - 1} M^2 - 1\right)
\]

where \( \gamma \) is the ratio of specific heats for the gas. This temperature assumption results in an over-prediction of the pressure throughout the measured blast region, because the temperature is continually decaying as the shock wave continues to expand spherically. For a Cartesian one-dimensional shock wave motion (e.g. shock tube) the constant temperature assumption would be more appropriate. This constant temperature assumption was used previously by Biss and McNesby [21].

The linear temperature variation assumes that the temperature is decaying over the same time period as the pressure and density. This assumption is essentially what is observed in the traditional Taylor similarity solution [29] and the computations shown in Figure 3. The profile is assumed here to be linear for simplicity and to not require any further assumptions on the shape of the temperature decay profile. The temperature is assumed to linearly decay from the peak temperature behind the shock wave as defined by Equation (9) to atmospheric temperature. The time at which the temperature decays to atmospheric temperature is assumed to be the same time where the density profile decays through atmospheric density. From the Taylor similarity solution [29] and computations performed, this point of decay through atmospheric conditions should occur for pressure, temperature, and density at the same time. The temperature is then assumed to remain at atmospheric temperature and not to decay further for the negative blast phase. This is again to simplify assumptions. The pressure calculated from this linear temperature decay is shown in Figure 7 and Figure 8.

The linear temperature decay assumption allows more accurate calculation of pressure from the density data than...
the constant temperature assumption. The optical pressure curve closely matches the gage-measured data, including small variations. The optical data gradually diverges from the pressure gage data at increasing time values, with the optical data leading the gage data. This variation is due to the assumption of a constant shock wave velocity used to calculate the temporal density profile. A more accurate velocity profile for the shock wave would include velocity decay, which would allow the optically-measured pressure profile to more closely match the gage-measured profile. The imaging data did not have sufficient temporal and spatial resolution to estimate this decay.

Figure 7 includes measured pressure profiles from two different images. The first image is the same as shown in Figure 4d, where the shock wave is almost directly above the pressure gage. This profile accurately captures the pressure spike across the shock wave because the shock wave is located over the gage. The measurement has better temporal resolution than the pressure gage which is limited by the gage inertia. The second image is from 83 microseconds later, when the shock wave is on the left edge of the field of view. This image gives the largest data range obtained here, thus a longer measured pressure profile. This image does not capture the pressure peak as well because the shock wave has decayed, while propagating outward. The image captures the trends and small peaks in the pressure, including the negative phase and initial increase back toward atmospheric pressure. Again the poor alignment on the temporal axis is due to the constant shock wave velocity assumption, and future work will explore how to measure the velocity and velocity decay more precisely.

In Figure 8 the optical data are limited because of the presence of the lens and the shock reflection from it. The lens was in the field of view for these tests because they were conducted in the field and there were concerns that the system would not hold the calibration between tests due to the larger explosive charge and shock wave. The pressure gage fluctuation before the primary shock arrival was due to a fragment and associated oblique shock passing over the gage. The fragment is just outside the top left corner of the image in Figure 8, and the oblique shock can be observed in the top left corner of the image. The time scale in Figure 8 is referenced from the initiation of the explosive charge at time $t = 0$.

3.3 Temperature Measurement

Temperature was measured across the shock wave directly using the optically-measured density field and the pressure gage measurements, assuming ideal gas behavior. The temperature profiles for the primer and detasheet tests are shown in Figure 9 and Figure 10, respectively.

The calculated temperature for the shotgun primer in Figure 9 shows the decay from a peak temperature at the shock wave to near atmospheric temperature. The decay is over the same time-span as the gage-measured pressure decay. The data for the shock immediately over the pressure gage ($t = 0.2$ ms) agrees well with the theoretical peak temperature behind the shock wave as calculated from one-dimensional gas dynamic relationships and shock Mach number (Equation (9)). The data for the later time shows the same trend, but a higher peak, which is due to the lower density calculated behind the shock because of the decrease in the shock speed. Overall an accurate measurement of shock wave speed at the location for the measurement is critical.

The calculated temperature profile for the detasheet in Figure 10 is noisy behind the initial shock wave peak. In examining the image that the density was calculated from (in Figure 8) many weak pressure waves are visible, including an oblique shock wave near the top right hand corner. This oblique shock wave is causing the increase in temperature after about 1.9 ms. The temperature immediately behind the shock wave is still accurately determined compared to...
the one-dimensional gas dynamics calculation. The data in Figure 8 to highlight that the measurement is still extremely close to the shock wave position, and not much of a decay is expected in this region.

The temperature plots shown from the CTH simulations are presented herein for reference. The CTH profile for the primer was derived from the PETN simulation by scaling the output from the 1 g charge to an estimated weight of energetic material from manufacturer provided information and Sachs’ scaling. The detasheet temperature was also scaled from the 1 g simulation with the known mass of PETN in the detasheet explosive charges. The scaling primarily alters the time scale of the data, so uncertainties in the explosive mass primarily results in changes to the horizontal scale of the CTH data. The profiles show reasonably good agreement with the trends for the measured data. Future work with this optical diagnostic technique could be used to develop temperature validation data for computational simulations.

The temperature measurements are overall noisy due to the combination of multiplying the density measurement with the measured pressure. Small variations in both signals are magnified in the temperature calculation. The data show the expected trend, but also show the importance of having clean experimental images and pressure traces which are free from fragments or weak pressure waves.

4 Conclusions

A technique for measuring shock wave pressures and temperatures optically was developed using quantitative schlieren imaging to measure density and simultaneous piezoelectric pressure measurements for a spherically propagating shock wave. The temperature decay behind a shock wave is measured directly from these simultaneous measurements assuming an ideal gas. The temperature measurements show that the temperature immediately behind the shock wave can be accurately estimated from one-dimensional gas dynamics relationships. The temperature profile for the shock wave from the shotgun primers exhibits a decay to atmospheric temperature over the same time period as the pressure and measured density decay, as predicted by Taylor’s similarity solution [29].

Pressure measurements can be made from the optical density profile if assumptions are made regarding the temperature profile. The first assumption explored was that the peak temperature can be determined from one-dimensional gas dynamics and the shock wave Mach number. The second assumption is that the temperature decays to atmospheric temperature at the same time as the pressure and density decay to atmospheric values. Both of these assumptions were validated by the shotgun primer temperature profile, thus enabling the pressure measurement from the optical density and an assumed temperature profile. The techniques used herein required the assumptions of a spherical shock wave propagating through a single medium and that the shock has separated from the driving product gases. Future work will explore using other reconstruction methods or multiple camera angles to allow density reconstruction in more complicated geometries. Additional work could also explore how to measure the pressure and temperature change across a gas species change, for which an accurate estimate of the ratio of specific heats and Gladstone-Dale coefficient of the gases would be required.

The technique presented herein could also be used to validate computational models for their ability to calculate temperature changes across shock waves.

Symbols and Abbreviations:

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Abel transform matrix</td>
</tr>
<tr>
<td>B</td>
<td>Abel transform matrix</td>
</tr>
<tr>
<td>D</td>
<td>Abel transform matrix</td>
</tr>
<tr>
<td>ε</td>
<td>Light refraction angle</td>
</tr>
<tr>
<td>i, j</td>
<td>Indices</td>
</tr>
<tr>
<td>k</td>
<td>Gladstone-Dale constant</td>
</tr>
<tr>
<td>M</td>
<td>Mach number of shock wave</td>
</tr>
<tr>
<td>n</td>
<td>Refractive index</td>
</tr>
<tr>
<td>p</td>
<td>Pressure</td>
</tr>
<tr>
<td>r</td>
<td>Radial distance from the explosion center</td>
</tr>
<tr>
<td>T</td>
<td>Temperature</td>
</tr>
<tr>
<td>t</td>
<td>Time</td>
</tr>
<tr>
<td>x, y, z</td>
<td>Spatial coordinates</td>
</tr>
<tr>
<td>γ</td>
<td>Ratio of specific heats</td>
</tr>
<tr>
<td>δ</td>
<td>Non-dimensional refractive index for Abel transformation</td>
</tr>
<tr>
<td>ρ</td>
<td>Density</td>
</tr>
</tbody>
</table>
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