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ABSTRACT

The need to predict water flow and solute transport at contaminated waste
storage facilities has shifted the focus of unsaturated flow research from near surface
soils to deep vadose zone alluvium deposits. The primary objective of this research was
to characterize the hydraulic properties of deep vadose zone deposits collected from a
vadose zone research facility in Socorro, NM using both direct and indirect laboratory
methods. Samples collected from the site were analyzed for moisture retention,
electrical resistivity, hydraulic conductivity, porosity, and particle-size distributions.
The measured results were then compared to properties reported for similar sandy soils
and alluvial sands to determine the need to characterize heterogeneous vadose zones
independently. Correlations between measured parameters were examined to minimize
the number of measurements required in site characterization. The Haverkamp and
Parlange (1986) parameter estimation model and a similar estimation model developed
as part of this research (to predict the van Genuchten parameters) were used to estimate
moisture retention parameters for samples collected at the site.

Direct laboratory measurements of moisture retention for the site deposits
showed curve fitting parameters which vary from values reported for sandy soils of
similar texture, however, they appeared to be similar to values reported for sandy
alluvial deposits. This suggests that values reported for soils in many soil databases

should not be used to predict flow and transport in deep, alluvial, vadose zone



environments. In addition, the STVZ deposits all exhibited a non-unique relationship
between moisture content and matric potential (known as hysteresis), while the
relationship between measurements of electrical conductivity and moisture content did
not appear to be hysteretic. It is possible that a porous medium may not exhibit
hysteresis in electrical resistivity measurements even if hysteresis is observed in
moisture retention measurements because the potential energy state of a porous medium
is determined by conditions at the air-water-solid interfaces, and the nature of surface
films rather than by the quantity of water present in pores. On the other hand, electrical
conductivity is a function of the pore scale fluid distribution within the medium. This
research suggests that the non-unique relationship between moisture content and matric
potential is less appealing than the relationship between electrical resistivity and
moisture content for monitoring changes in moisture content over intermittent periods
of wetting/draining conditions.

Both the parameter estimation models evaluated in this study appeared to
produce estimates of moisture retention properties comparable to results obtained using
direct laboratory methods, however, both models require individual calibration for
narrow distributions of particle sizes and porosities. Although the separate calibrations
may be cumbersome, this research suggests that property estimation models can be used
to reduce the time intensity of direct laboratory measurements, thus increasing the
number of samples analyzed for site characterization. Model predictions could be
improved by reducing sample disturbance during collection and analysis, and increasing
sample sizes for laboratory analysis. Direct measurements of air entry pressure,

porosity, and residual moisture content would also improve the model predictions.
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CHAPTER 1.0 - INTRODUCTION

1.1 Research Motivation

Understanding unsaturated fluid flow and transport within deep vadose zones is
currently at the forefront of environmental research. It is estimated that approximately
800 million cubic meters of subsurface media in the United States and Puerto Rico
(location of many U.S. Department of Energy facilities) have been or are being
contaminated at present. Although only 7% of the media are estimated to be within the
vadose zone, it is of particular interest because the vadose zone is considered to act as a
continuing source of groundwater contamination. Remediation has been hampered by
the lack of a comprehensive understanding of the interdependence of physical,
geochemical, and microbial processes as they are manifested in spatially and temporally
heterogeneous subsurface environments.

The vadose zone consists of near surface soils above the plant root zone and
sedimentary geologic deposits and rock formations within the deep vadose zone.
Previous vadose zone research has been driven by the need to improve water use
efficiency and reduce soil salinity for agricultural purposes, and to reduce the impact of
leachate on groundwater quality (Istok et al., 1994; Healy and Mills, 1991). The need
to predict water flow and solute transport at contaminated waste storage facilities has
shifted the focus of unsaturated flow research from soils to deep vadose zone alluvium

deposits because trenches excavated in alluvium are currently being used to store toxic



materials and low-level radioactive waste at many U.S. Department of Energy (DOE)
facilities (Istok et al., 1994). These sedimentary deposits consist of heterogeneous
layered materials with distinctly differing biogeochemical and hydrologic properties
which are spatially and temporally variant.

One of the major technical focus areas of the U.S. DOE Subsurface Science
Initiative is to improve the understanding of physical flow and transport of fluids in
complex heterogeneous subsurface matrices. Physical properties of vadose zone
materials which determine the behavior of water flow systems are the hydraulic
conductivity and water-retention characteristics. The hydraulic conductivity of a porous
material is the measure of its ability to transmit water, while the water retention
characteristics reflect its ability to store water.

1.2 Thesis Outline

° Chapter 1 — Introduction

This chapter includes motivation for the research, a brief description of methods
used to characterize hydraulic properties of vadose zone materials, research objectives
and a research summary.

. Chapter 2 — Laboratory Methods for Characterizing Hydraulic Properties of
Sandy Alluvial Deposits: Application to the STVZ Research Site.

This chapter describes methods used for laboratory analysis, examples of
measured results for moisture retention curves, electrical resistivity curves, saturated
hydraulic conductivity, and particle-size distributions. Correlations between hydraulic
and geophysical parameters are examined and discussed in the chapter in order to

minimize the number of measurements required for site characterization. A discussion



of the results, chapter conclusions, and recommendations for future work are included at
the end of the chapter.

° Chapter 3 — Predictive Methods for Characterizing Hydraulic Properties for
Sandy Alluvial Deposits: Application to the STVZ Research Site.

This chapter includes an evaluation of a pedotransfer model developed by
Haverkamp and Parlange (1986) for application to sandy alluvial deposits. The chapter
also includes development and application of a similar pedotransfer model designed to
estimate the van Genuchten (1980) parametric model parameters often used in flow and
transport models for unsaturated porous media. The chapter concludes with an
examination of the conditions for pedotransfer model application using Monte Carlo
simulations.

° Chapter 4 — Conclusions and Recommendations for Future Research

The final chapter of the thesis summarizes the research, discusses key research
topics and results, and includes recommendations for future work related to the
research.

1.3 Standard Method for Hydraulic Property Characterization

Fluid flow and transport within the vadose zone are highly dependent on the
unsaturated hydraulic conductivity K(h) of subsurface porous media. Current methods
for determining K(h) include direct field and laboratory measurements, and indirect
estimation methods. Direct field measurements are associated with a high degree of
uncertainty due to difficulties in calibrating monitoring equipment to heterogeneous
geologic materials and due to uncertainty in the volume of the wetted region (van
Genuchten et al., 1999). Although laboratory measurements typically have a higher

degree of measurement precision compared to in situ analysis, direct laboratory



measurements are extremely time consuming, often limiting the number of
measurements which can be reasonably obtained. Standard laboratory methods are also
restricted to K(h) measurements during the drainage cycle, prohibiting knowledge of the
hysteretic behavior of the porous medium (Stephens, 1995 pg 171-172).

As an alternative, indirect methods have been developed for estimating K(h)
from direct measurements of hydraulic and textural properties of soils and geologic
materials. Indirect methods consist of pore-size distribution models (also referred to as
parametric models), inverse methods, and pedotransfer functions (van Genuchten et al.,
1999).

Pore-size distribution models estimate K(h) based on the distribution,
connectivity, and tortuosity of pores within a porous medium. The pore-size
distribution is represented by the moisture retention curve (also referred to as the
moisture characteristic curve). The moisture retention curve is determined from a
power law fit to moisture content data as a function of equilibrium matric potential
(negative pressure head). The data can be measured during wetting and draining
sequences to describe the hysteretic moisture retention behavior of porous materials.

Inverse models combine a numerical solution of Richard’s equation with an
optimization algorithm to estimate pore-size distribution model parameters from
observed time series of infiltration, water content and/or pressure head. Although
results are based on data collected from real flow conditions, the results are non-unique
(van Genuchten et al., 1999).

Pedotransfer functions (PTFs) estimate hydraulic properties of soils based on
textural and physical properties of a porous medium (e.qg., particle-size distributions and

bulk density or porosity). Physical PTFs such as the models developed by Arya and
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Paris (1981), Arya et al. (1999), and Haverkamp & Parlange (1986) are based on the
concept of shape similarity between pore-size distribution and particle-size distribution
curves (van Genuchten et al., 1999). The vast majority of PTFs are completely
empirical and require some form of surrogate input data for model calibration (van
Genuchten et al.,, 1999). Although PTFs are appealing for hydraulic property
characterization, cumbersome model calibration may not improve efficiency over direct
laboratory determinations. In addition, the evaluation of calibration sample size (i.e.,
number of samples), number of data points required, and impact of measurement error
may show that PTF models are not feasible for estimating properties of vadose zone
materials with a great deal of certainty. PTF model results can be improved, however,
when one or more moisture content data points at pressure equilibrium are included as
model input parameters. Recently, neural network analyses have been introduced to
further improve the predictions. An advantage of neural networks is that they require
no a priori model concept. Instead the model is calibrated through an iterative process
(van Genuchten et al., 1999).

1.4 Application of Standard Methods for Characterization of
Deep Vadose Zone Deposits

Most published studies and testing standards for hydraulic property
characterization have focused on near surface soils within the root zone, primarily
because of the ease of sample and data collection and because agricultural processes
have motivated research in near surface soils (Healy and Mills, 1991; Istok et al., 1994).
Therefore, the ASTM laboratory methods for measuring moisture retention properties,
developed for characterizing homogeneous soils, may not be applicable for

characterization of poorly consolidated alluvial deposits.



For deep vadose zone materials, the sampling procedures often require driving
or auguring techniques which are costly and often lead to severe sample disturbance in
poorly consolidated materials For this reason, many researchers refer to hydraulic
property databases such as the Unsaturated Soil Database (UNSODA) compiled by the
U.S. Environmental Protection Agency (EPA) to determine hydraulic properties of
vadose zone materials based on textural classifications. Although these databases serve
as useful repositories for hydraulic property analyses of soils, it remains unclear that
hydraulic properties within heterogeneous deep vadose zones are similar to those
reported in the literature for soils (Healy and Mills, 1991). In addition, many hydraulic
property databases do not include moisture retention properties and unsaturated flow
behavior during wetting (infiltration) events. Even though the relationship between
matric potential and moisture content has been shown to be dependent on the
wetting/draining history of a porous medium, referred to as hysteresis (Haverkamp and
Parlange, 1986; Stephens, 1995), it is often neglected by researchers because it
generally takes much longer to obtain the data due to the very low initial conductivity
and low starting flow rates. The wetting history may also impact the relationship
between electrical conductivity and moisture content due to changes in pore-size
distribution and pore connectivity.

Particle sorting, grain size distributions, packing geometry, and geologic
structure all impact unsaturated flow behavior of materials in the vadose zone (Fetter,
1991 pg. 82; Klute, 1986 pg. 635; Jury et al., 1991 pg. 228). Therefore, correlations
between hydraulic property parameters such as saturated hydraulic conductivity,
moisture retention parameters, particle-size distribution parameters, and sample porosity

or bulk density should be observed during analysis. These correlations can then be used
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to minimize the number of parameters requiring direct observation, improving cost and
time efficiency in characterizing vadose zone materials.

Research is required to develop standard procedures for characterizing deep
vadose zone materials below the root zone. These studies should include sample
collection techniques which preserve the integrity of in situ geologic and hydrologic
conditions, procedures for determining hysteretic moisture retention and hydraulic
conductivity behavior, scaling procedures for application of laboratory results to field
study sites, and procedures for estimating hydraulic properties from correlated physical
properties which are more cost efficient and timely to measure directly.

1.5 Research Obijectives

The DOE is interested in methodologies for determining the spatial variability of
K(h) due to the possibility of contaminant transport within regions of the western
United States where buried waste has been introduced to deep vadose zones
(Alumbaugh et al., 1996). Researchers at the Sandia National Laboratories and the
University of Arizona have collaborated as part of a DOE Environmental Management
Science Program (EMSP) to investigate field, laboratory, and predictive methods for
describing the spatial variability of vadose zone materials. The Sandia-Tech Vadose
Zone (STVZ) research facility was constructed in Socorro, NM to examine hydraulic
properties within vadose zone materials during various infiltration events. The geologic
materials located at the field site represent common alluvial and fluvial deposits
underlying a majority of DOE facilities in the western United States. The overall
research objective is to develop and test an integrated Hybrid Hydrologic-Geophysical
Inverse Technique (HHGIT) for vadose zone characterization at contaminated DOE

sites. The HHGIT is a geostatistical based estimation technique. The results of the
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HHGIT technique represent conditional mean hydraulic property fields and contaminant
distributions. The study incorporates field and laboratory measurements of geophysical
and hydrologic data as input parameters for the inverse model. The HHGIT model
simulates changes in hydraulic properties during an unsaturated infiltration event
(Alumbaugh et al., 1996).

The focus of the research included in this thesis includes characterization of
hydraulic properties of the vadose zone deposits located at the infiltration field site
using direct laboratory and indirect predictive methods to obtain moisture retention
curve fitting parameters often used in unsaturated zone flow and transport numerical
models. The hydraulic properties will be used as input parameters in the HHGIT
inverse model. Predictive methods for determining hydraulic properties are appealing
because they allow analysis of large sample sets, required in geostatistical based
modeling. Most laboratory methods for determining moisture retention curves limit the
number of samples which can be analyzed due to long periods required to reach steady
state conditions.

1.6 Research Summary

Alluvial deposit samples were collected from continuous core to a depth of 12 m
below ground surface at the STVZ site and transported to Sandia National Laboratories
for analysis. Properties measured include wetting and draining moisture retention
curves, porosity, saturated hydraulic conductivity, electrical resistivity, and particle-size
distributions. Functional forms (equations fit to measured data through regression
analysis — described in Chapter 2) describing the shape of the moisture retention curves,
electrical resistivity curves, and particle-size distribution curves were fit to measured

data to obtain curve fitting parameters. Correlations were examined between



parameters to minimize the number of measurements required in hydraulic property
characterization of vadose zone materials. The correlations were then used to estimate
hydraulic properties using prediction models. Model predictions were compared to
results obtained using direct methods to determine application for site characterization.
A sensitivity analysis was conducted to determine model requirements for achieving

optimum results and to examine the impact of measurement error on the predictions.



CHAPTER 2.0 - LABORATORY METHODS FOR
CHARACTERIZING SANDY ALLUVIAL DEPOSITS
APPLICATION TO THE STVZ RESEARCH SITE

2.1 Abstract

The primary objective of this research is to characterize the hydraulic properties
of deep vadose zone deposits collected from the Sandia-Tech Vadose Zone (STVZ)
research facility in Socorro, NM. Measured results were compared to properties
reported for similar sandy soils and alluvial sands to determine the need to characterize
heterogeneous vadose zones individually. Correlations between parameters were
examined to minimize the number of measurements required in hydraulic property
characterization of deep vadose zone materials.

The results of this study indicate that moisture retention properties for sandy
alluvial deposits vary from properties reported for sandy soils. In addition, moisture
retention relationships show dependence on the wetting history and grain texture of the
deposits. Although the relationship between electrical resistivity and moisture content
was also a function of grain textures, hysteresis was not observed in the electrical
resistivity measurements. Correlations observed between measured properties indicate
that physical properties of alluvial deposits can be used to predict hydraulic properties.
For example, the porosity of a sample can be coupled with grain-size distribution data

to estimate moisture retention properties of the deposits. In addition, the relationship

10



between curve fitting parameters for wetting and draining moisture retention curves can
be used to estimate wetting parameters from data measured during a draining sequence.
2.2 Introduction

2.2.1 Problem Statement

Buried waste within deep vadose zones has shifted the focus of unsaturated flow
research from near surface soils to heterogeneous geologic units often consisting of
thick layers of alluvial sands and gravels. Although hydraulic property databases have
been compiled for near surface soils, limited data is available for hydraulic properties of
alluvial geologic deposits. It has not yet been established that soil properties are valid
for modeling flow and transport within deep vadose zones, therefore, the use of soil
properties for modeling contaminant transport within deep vadose zones could lead to
erroneous predictions. In addition, characterization methods were developed for soils
and have not been fully examined for application to poorly compacted, heterogeneous
alluvial deposits.
2.2.2 Motivation

This research supports hydraulic and geophysical site characterization of the
STVZ field experiment which incorporates both hydraulic and geophysical data
collected during infiltration events within alluvial subsurface deposits. Coupling
laboratory and field data to characterize hydraulic and geophysical properties of
subsurface materials will reduce the uncertainty inherent in data collected
independently.
2.2.3 Research Objectives

The objectives of this research are to: 1) examine, modify, and apply laboratory

methods for hydraulic and geophysical site characterization, 2) quantify property and

11



parameter correlations to minimize cumbersome direct laboratory measurement of
properties, and 3) examine measurement error and uncertainty in laboratory
measurements.
2.2.4 Chapter Outline

This chapter includes a geologic description of the STVZ research site,
instrument borehole layout, and continuous core locations; a description of preliminary
studies conducted to examine possible shortcomings of the laboratory methods;
presentation of laboratory results and parameter correlations; a sequential description of
methods used for site characterization; and a discussion of laboratory measurement
error and uncertainty. Data presented in the results section of the chapter represent
measurements made for distinct geologic units located at the STVZ site (e.g., sands,
silts, clays, gravels). A discussion of major topics, chapter conclusions, and
recommendations for future work are presented at the end of this chapter. This chapter
includes a condensed discussion of the research conducted for this thesis. Refer to the
appendices for a detailed description of the research site, instrumentation, preliminary
studies, measurement techniques, and research results.

2.3 Site Description

2.3.1 Introduction

The STVZ field site is located at the New Mexico Institute of Mining and
Technology (NMT) research park located in Socorro, NM (Figure 2.1). The site was
developed to monitor hydraulic properties such as moisture content, pressure, and
electrical resistivity during an infiltration event (Figures 2.2 and 2.3). The top meter of
soil within the root zone was removed from the research infiltration and monitoring pad

in order to examine infiltration and redistribution into geologic alluvial deposits.
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Figure 2.1 — Sandia-Tech Vadose Zone Research Site Location.
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Figure 2.2 — Sandia Tech Vadose Zone Infiltration Test Site Layout.
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Figure 2.3 — Instrumentation schematic and core locations.

The complex, heterogeneous geology (Figure 2.4) provides a challenging testing
ground for investigating the application of geophysical techniques to vadose zone flow
and transport problems and is an analog to many DOE sites in the western United
States.

The field site is located on the top of a knoll providing access to correlated
deposits exposed in a nearby excavated sand pit (Figure 2.2). The geologic units
exposed in the pit are displayed in Figures 2.5 and 2.6. In addition, proximity of the
NMT campus provides the opportunity for student participation in this research and

continued use of the site by NMT when the project has been completed.
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Figure 2.4 — Three dimensional representation of the complex, heterogeneity of
subsurface deposits within the vadose zone below the STVZ site (to a depth of 6m).
Below 6m, the deposits consist of inter-bedded layers of fine-medium grained

sands.

Figure 2.5 — Fine-medium grained sands and gravels exposed in nearby sand pit.
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Figure 2.6 — Close up of gravel layer in Figure 2.5. Lens cap shows scale of images.

2.3.2 Geology

The field site deposits are mapped as part of the Sierra Ladrones Formation,
Upper Santa Fe Group consisting of fine-coarse grained, poorly consolidated, ancestral
Rio Grande axial-river deposits with intermittent layers of debris flow sediments and
sedimentary layers of eolian sands. The axial-river deposits range from approximately
300-800 meters in thickness between the Socorro Basin and the Socorro Mountain
block (Hawley, 1983). Hydraulic mapping of the basin indicates that the water table
within the vicinity of the infiltration site is located from 20 m to 30 m below the ground
surface (Anderholm, 1983).
2.3.3 Monitoring Equipment Instrumentation

The site is instrumented to a depth of approximately 12 m consisting of 13 PVC

cased access tubes for down-borehole geophysical monitoring of moisture content,
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9 vertical arrays of electrical resistivity electrodes and 32 surface electrodes for ERT
data collection, 32 thermocouples for monitoring subsurface temperatures, and
80 tensiometers for monitoring matric potential (negative pressure).  Additional
instruments include time domain reflectometer probes and suction lysimeters for
measuring tracer concentrations. All instruments were installed within a 10.6 m by
10.6 m area in an axisymmetric pattern outside a 3 m by 3 m infiltration pad located at
the center of the site (Figure 2.3). The axisymmetric instrument layout minimizes
uncertainties that might otherwise occur due to an unbalanced distribution of
instruments.  Further details on installation and instrumentation may be found in
Paprocki (2000) and Brainard et al. (2000).

2.3.4 Core Collection Procedures

Rodgers and Company (Albuquerque, NM) was contracted to auger boreholes
while collecting continuous core samples from the subsurface. A CME 75 high torque
drill rig was used to auger the holes. Eight sections of 6 ¥ inch ID x 5 ft long split
spoon samplers were inserted into a hollow stem wire line auger with a 10 % inch bit to
collect core samples from four boreholes located within the site instrumentation pad
(Figure 2.3).

Sediment removed from the shoe of the samplers was immediately weighed and
recorded before and after oven drying at the NMT soil’s lab to determine the
gravimetric moisture content of the deposits at depth. Intact core was preserved and
transferred to Sandia National Laboratory in Albuquerque, NM in 5 ft long sections of
PVC pipe marked with location, core orientation, and geologic boundaries (Figures 2.7

and 2.8).
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Figure 2.8 — Transfer of core to PVC for storage.
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2.3.5 Geologic Characterization

Field site geology was characterized from inspection of the continuous core
sections and drilling logs recorded during installation of monitoring equipment
boreholes. A general representation of subsurface stratigraphy and location of geologic
units is shown in Figure 2.9. Extensive geologic description of the individual cores and
initial in situ moisture profiles at depth are included in Appendix A.

Although the majority of the core contains visibly structureless, moderately dry,
poorly consolidated sands (Figure 2.10), geologic structure was visible in sections of
core containing iron oxide deposits (Figures 2.11 and 2.12). Visible structure consists
primarily of thin laminations (Figures 2.5 and 2.6), however occasional sections of core
contain convoluted layers of iron oxide deposits and/or rip-up clasts of clay and angular
rhyolite (Figure 2.13). These convoluted layers represent occasional high velocity
channel flow deposition intermittent with fluvial and eolian depositional environments.

2.4 Methods
2.4.1 Introduction

Preliminary studies were conducted prior to measuring hydraulic properties to
examine optimum experimental techniques for hydraulic and geophysical property
characterization. The studies include 1) examination of sample compaction during
desorption measurements, 2) impact of natural structure on moisture retention
properties, 3) cause of artificially high moisture contents at saturation, 4) determination
of moisture equilibrium times, 5) sample contact required for electrical resistivity
measurements, and 6) sample disturbance due to sub-sampling methods. An overview
of the studies is included in this chapter, while a detailed description of the studies is

presented in Appendix B.
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sedimentary deposits below the STVZ infiltration pad.
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Figure 2.11 — Iron oxide layers observed in intact section of core collected from the
SE quadrant at the STVZ test site.
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Figure 2.12 — Iron oxide layers in fine grained sands collected from the NW
guadrant.

Figure 2.13 — Clay conglomerate collected from core in the NW quadrant.
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Initial laboratory techniques were based on ASTM standards for analysis of soil
properties. ASTM standard laboratory procedures for determination of soil hydraulic
properties include: sample collection procedures (ASTM, 1999 and ASTM, 1994a),
techniques for preserving and transporting soil samples (ASTM, 1995), wetting and
draining procedures relating moisture content to the energy state of soils (ASTM, 1994b
and ASTM, 1994c), procedures for determining soil hydraulic conductivity (ASTM,
1994d), and procedures for measuring soil particle-size distribution (ASTM, 1963).
Additional references for hydraulic property characterization methods are found in
Klute (1986), Stephens (1995), and Jury et al. (1991). ASTM standards have not been
established for electrical resistivity measurements, therefore Knight (1991) was used as
a reference for the procedure.

These techniques were evaluated to determine applicability for measurement of
poorly consolidated alluvial deposits located at the STVZ research site. Deviation from
ASTM standards and published recommendations were based on results of preliminary
experiments designed to examine possible procedural shortcomings (Appendix B).
Laboratory measurement techniques were evaluated for measurement precision and
accuracy when possible.

2.4.2 Preliminary Studies

2.4.2.2 Compaction

Because volume changes during analysis greatly impact the moisture retention
characteristics of a porous medium, a preliminary study was conducted as part of this
research to examine compaction during desorption of various sample textures, identify
the cause of the compaction, and determine if compaction during analysis could be

prevented. Intact near-surface, coarse-grained sands, and fine-grained sands located at

24



approximately 3.5 m below ground surface were collected from the STVZ site for
analysis during desorption. The fine-grained sands did not compact during desorption
using two separate wetting solutions (Socorro tap water at approximately 1000 uS/cm
conductivity and a 0.005M calcium sulfate solution), while the coarse-grained sands
compacted using both solutions. Compaction observed in near surface sands may have
been due to destruction of fine-particle “bridges” deposited between sand grains during
natural recharge. Destruction of these “bridges” has been observed in previous studies
conducted by the New Mexico Bureau of Mines (Love et al., 1987) during infiltration
and subsequent drainage events. Compaction was greater for the coarse-grained sands
saturated with the calcium sulfate solution compared to the samples saturated with tap
water, by as much as 5% by volume (Appendix B). The reason for the increased
compaction using the calcium sulfate solution was not evident, however, based on the
results of this study, a calcium sulfate solution was not used to saturate the samples
during moisture retention and hydraulic conductivity analysis. Instead, tap water
collected from the STVZ site was used as the wetting solution for all the laboratory
experiments. Although a calcium sulfate solution is recommended for characterizing
hydraulic properties of soils to prevent flocculation of clays during analysis (Klute,
1986, pg. 692), this was not a major concern in this research due to the low percentage
of clays present in most of the samples.

2.4.2.3 Impact of Natural Structure on Moisture Retention Properties

A study to examine the impact of geologic structure on moisture retention
properties was conducted to examine the impact of sample disturbance on the measured
results. The study was necessary to address difficulties in preserving intact samples of
poorly consolidated sands collected from the STVZ site. To conduct this experiment,
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intact samples were collected from a shallow trench located on the south slope of the
infiltration site. Drainage curves were measured for undisturbed samples starting at
complete saturation (porosity) to a maximum tension of 100 cm. The measurements
were repeated after homogenizing and repacking individual samples. The results of the
study indicate that moisture retention properties for repacked and undisturbed samples
of sandy alluvial deposits are similar (i.e., within the margin of measurement error).

2.4.2.4 Oversaturation Study

Preliminary moisture retention primary drainage curve measurements
(desorption from complete saturation) consistently showed rapid moisture loss from 0-
12 cm tension by as much as 0.07 volumetric moisture content followed by a small
change in moisture content with increasing tension until air entry pressure was reached
(Figure 2.14). Stephens and Rehfeldt (1985) observed similar artificial water contents
at 0 cm tension, which they hypothesized was due to large void spaces between the
sediment and the sample ring. The results of this study indicate that an excess of
approximately 0.04 volumetric moisture content was retained by the cotton cloth
attached at the ends of the sample rings and approximately 0.02 volumetric moisture
content was retained along the edges of the ring at saturation, accounting for 0.06
volumetric moisture content overestimate in saturation (Appendix B).

2.4.2.5 Equilibrium Time Determinations

Moisture equilibrium times and methods for determining equilibrium during
wetting and draining moisture retention measurements were examined in order to
minimize measurement uncertainty. Two methods of establishing moisture equilibrium
using the hanging column apparatus (shown in Appendix E1) were compared. The first

method established moisture equilibrium after daily measurements of sample mass
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Figure 2.14 — Example of artificial moisture content values at 0 cm tension (plotted

as 2 cm tension at center of sample ring).

reached a steady value (within +/- 0.05 g), while the second method established

equilibrium after the water level in the burette ceased to increase. Although evaporation

occurred in the burettes, monitoring the burette daily was sufficient for determining when

the sample stopped draining (as opposed to monitoring the volume of water that drained

from the sample). The results indicate that equilibrium moisture contents using both

methods were very similar (+/-0.01 volumetric moisture content). Because monitoring

the water level in the burette is less time consuming and minimizes sample disturbance

(compared to removing and weighing the sample daily), this method is more practical for

determining moisture equilibrium during desorption. The second method examined
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moisture equilibrium during drainage of sands in a hanging column apparatus using a
“mini-tensiometer” constructed of PVC tubing and a 1 bar ceramic cup. The results of
the study indicate that moisture equilibrium at 40 cm tension was reached after
approximately 7 hours. At 95 cm tension, moisture equilibrium was reached in
approximately 10 hours for the same sands (Appendix B).

2.4.2.6 Sample Contact During Electrical Resistivity Measurements

To determine the optimum degree of sample contact (without sample
disturbance) with the electrodes for electrical resistivity measurements, samples of a
highly conductive porous material (clay) and a highly resistive material (coarse-grained
sand) were saturated and drained at 30 cm tension, then the electrical resistivity was
measured at different degrees of sample contact. Impedance (related to resistivity by
Equation 2-4) was measured without tightening the nuts on the holder (Figure D1.1 in
Appendix D1), hand tightening the nuts, tightening the nuts three turns with a wrench,
and tightening the nuts six turns with a wrench. The impedance varied by more than
10% between the hand tightened measurements and the measurements when the nuts
were tightened three turns with a wrench (for both samples). Alternatively, the
impedance varied by less than 5% between measurements taken when the nuts were
tightened three turns and measurements taken when the nuts were tightened six turns
with a wrench. Tightening the nuts six turns resulted in flow out of the bottom of the
ring suggesting compaction within the samples. The results show that tightening the
nuts three turns during sample analysis provides sufficient contact between the porous
material and the silver plates, yet minimizes sample compaction. Refer to Appendix D1

for a detailed description of the study.
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2.4.2.7 Disturbance of Intact Sub-Samples Collected From Core

Intact samples for laboratory analysis were initially obtained by gently pushing
100 cubic centimeter (cc) rings into intact core, however the attempt to collect
“undisturbed” samples was unsuccessful, primarily due to poor sediment consolidation
and dry conditions of the core. Higher population variability between hydraulic
properties was observed among samples collected adjacent to each other in the core
(same geologic units) compared to parameters measured between repacked samples of
similar textures (Section 2.4.2.3). The high variability was most likely due to sub-
sampling disturbance along the edge of the sample ring rather than due to spatial
variability or measurement uncertainty (refer to Appendix K for measurement error
determinations). Therefore, laboratory derived hydraulic properties were measured
from repacked samples rather than intact sub-cores.
2.4.3 Laboratory Measurements

2.4.3.1 Main Wetting Curve and Resistivity Measurements

Samples were prepared by dividing 11 m of core collected from the northwest
(NW) quadrant into 6 inch sections. The samples were homogenized, air dried, then
repacked in 100 cm?® polycarbonate rings. The mass of the sample was estimated from
approximate in situ bulk density values determined for individual grain types (i.e., fine
sands, coarse sands, clays, and gravels) from intact core collected during borehole
drilling. Appendix C contains a detailed description of sample preparation.

For correspondence with the test conducted at the field site, moisture retention
characteristics of the STVZ deposits starting from in situ (or near in situ) conditions
during a wetting event were measured initially. To achieve a uniform moisture content

near in situ conditions, the samples were dried in a relative humidity oven at 65%
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humidity and 65°C (Flint, 1996) after compacting the sediment in the rings using
wetting/draining packing methods (Appendix C). After reaching the desired initial
moisture contents, a cotton cloth was placed on top of the samples to prevent sediment
from sticking to the silver plates in the impedance analyzer sample holder during
resistivity measurements (Appendix D1). The samples were then placed in the hanging
column apparatus directly on top of approximately 1 teaspoon of a diatomaceaous earth
slurry to maintain hydraulic contact. The samples were allowed to reach moisture
equilibrium starting at 100 cm, incrementally decreasing the tension to 80, 60, 50, 40,
30, 20, 10 and 0 cm to obtain the main wetting curve (MWC) data (Appendix E2).
Moisture equilibrium during sample wetting was assumed once the samples reached a
steady weight during daily monitoring. This method was used instead of monitoring the
water level in the burette (section 2.4.2.5) to determine moisture equilibrium because
evaporation resulted a continual decrease in the burette water level, making it difficult
to determine when imbibition had ceased. Due to the presence of entrapped air during
imbibition, the samples did not reach complete porosity at 0 cm tension. Instead they
reached a satiated moisture content (also referred to as field saturation), equal to
approximately 80-90% porosity.

Electrical resistivity was measured at each moisture equilibrium point by placing
the sample in the impedance analyzer sample holder, then tightening down the nuts on
the sample holder to obtain adequate contact, and applying a logarithmic sweep of
frequencies across the sample (a detailed description of the methods is included in
Appendix D1). The impedance associated with the frequency not affected by

polarization at the sample/electrode interface was used to calculate electrical resistivity
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by multiplying the impedance by the ratio of the sample cross-sectional area to the
sample length (Knight, 1991).

2.4.3.2 Main Drainage Curve and Resistivity Measurements

In order to examine hysteresis, the MWC process was reversed and moisture
retention for the main drainage curve (MDC) was measured starting at the satiated
moisture content. Pressure chambers were used to drain the samples at pressures
greater than 100 cm due to loss of hydraulic contact at tensions greater than 100 cm in
the hanging columns (Appendix E1). Silica flour was used as the hydraulic contact
material in the pressure cells since the air entry pressure of diatomaceaous earth was
exceeded in the pressure cells (refer to Appendix E1 for air entry pressures of
diatomaceous earth and silica flour). The samples were drained to a maximum of 5 bars
pressure in the pressure chambers. Most of the sandy deposits ceased to drain at 1 to 3
bars pressure, therefore data at higher pressures may not be included in the data set for
these samples. Residual moisture content was determined from functional form model
fits to data (described in section 2.4.4). Equilibrium was determined during drainage in
the pressure cells by monitoring daily changes in sample weight, since the effluent
water volume was too low to monitor changes in burette water levels in the presence of
evaporation. Electrical resistivity was measured at each moisture equilibrium point
using the methods described previously for the MWC.

2.4.3.3 Saturation and Primary Drainage Curve Measurements

Since many researchers measure moisture retention characteristics by draining a
fully saturated sample (van Genuchten et al., 1991; Healy and Mills, 1991; Yeh and
Harvey, 1990), data obtained from desorption starting at porosity (primary drainage

curve) was compared to data collected along the MWC and MDC.
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After draining the samples to residual moisture content in the pressure chamber
during the MDC measurements, the samples were air dried 2 to 3 days (still intact) and
then saturated from the bottom under a vacuum with deaerated tap water collected from
the infiltration site. The samples were flushed twice in a vacuum chamber with CO,
(vacuuming between flushes) to minimize entrapped air during saturation, then were
imbibed under a vacuum (Appendix F). The samples were placed back in the hanging
column apparatus directly on top of the diatomaceous earth slurry and drained starting
at 0 cm tension incrementally increasing tension head to 10, 20, 30, 40, 50, 80, 100 cm
tension to obtain the primary drainage curve (PDC) data. Higher pressures (1 bar, 3
bars, and 5 bars) were measured in pressure cells with silica flour as the hydraulic
contact material.

2.4.3.4 Saturated Hydraulic Conductivity Measurements

After completing all moisture retention measurements, the samples were oven
dried (105°C) to determine dry sample weight for calculation of volumetric moisture
contents.  This was necessary before measuring hydraulic conductivity because
sediment is often lost by sticking to the top and bottom of the permeameter ends. After
oven drying, the samples were saturated under a vacuum flushing with CO, to ensure
complete saturation (Appendix F). Saturated hydraulic conductivity was determined
from measurements of outflow flux rates and differences in hydraulic head between a
constant head water reservoir and the outflow port of sample permeameters for high
permeable materials. A falling head permeameter was used to determine saturated
hydraulic conductivity of low permeable samples (clay samples). A complete
description of the two methods is included in Appendix G, along with diagrams of the

permeameters.
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2.4.3.5 Particle-Size Analysis

After completion of the hydraulic property measurements, the samples were
oven dried and particle-size distributions were measured using dry sieving techniques
for particles greater than 0.053 mm. Since the majority of the deposits contained less
than 5 weight percent of silt and clay sized particles (Appendix H), dispersion methods
were used only for samples containing higher percentages of clays. Due to problems
with laboratory equipment, four clay samples were not analyzed as a part of this
research. The data will be available in future publications.

Since the ASTM recommended stack of sieves does not include a wide range of
sand-sized sieves (Klute, 1986), the Utten-Wentworth classification of sand-sized
particles (Prothero and Schwab, 1996) was used to determine sieve sizes for grain-size
distributions for the STVZ deposits. Table 2.1 includes the sieve numbers, range of
particle sizes (mm) per sieve, grain classifications, and phi units (grain size expressed as
the negative logarithm of grain diameter in mm to the base 2) for the Utten-Wentworth
scale of sand-sized particles.

Table 2.1 — Utten-Wentworth classification for sand sized sedimentary deposits
(Prothero and Schwab, 1996).

Particle Classification Range of

(sieve number in Particle Sizes
parentheses) (mm) per Sieve ¢ Units
very coarse sand (#20) 1to2 -1t00
coarse sand (#40) 05t01 Oto1l
medium sand (#60) 0.25t0 0.5 1to2
fine sand (#150) 0.16 to 0.25 2t03
very fine sand (#270) 0.053t00.16 3to4
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2.4.4 Curve Fitting Procedures

Moisture retention curve fitting parameters were obtained by fitting the
van Genuchten equation (van Genuchten et al., 1991) to the moisture retention data for
the MWC, MDC, and PDC using the Retention Curve (RETC) fitting program

developed by the U.S. Salinity Laboratory. The van Genuchten equation is

0=(0,-0,)[1+(ah) | " +6, (2-1)

where & is the volumetric moisture content, 8, is the residual moisture content, 6, is

the saturated/satiated moisture content, « is a curve fitting parameter [cm™]
representing the pressure (1/a cm) required to drain the average pore size of the sample,
n is a curve fitting parameter that describes the slope of the pore-size distribution, m is
assumed to equal 1-1/n, and his the tension head [cm]. Residual moisture content and
saturation were determined from fitting (2-1) to measured data (i.e., they were
established as unknown parameters in the RETC curve fitting program).

The Brooks and Corey equation (van Genuchten et al., 1991) was fit to the PDC
for evaluation of the Haverkamp and Parlange (1986) estimation model (Chapter 3)

using the MATHCAD mathematics program. The Brooks and Corey equation is
h A
0=(0, —9,)*{f} +0, for h>hge (2-2)

6 = 6, otherwise
where hg is the tension head [cm] required to drain the largest pore size (also referred to
as the air entry pressure) and A is a curve fitting parameter which describes the slope of

the pore-size distribution. Residual moisture content was assumed to equal zero (for

application to the Haverkamp and Parlange, 1986 prediction model). Saturation was
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assumed to be equal to porosity (for the PDC) and was calculated from bulk density
measurements.
A modified version of the van Genuchten equation (Haverkamp and Parlange,

1986) was used to describe the shape of the particle-size distribution curve by

d Ny _(l_%d]
F(d)—[1+(Fg] ] (2-3)

where F(d) is the fraction finer than grain diameter (d [mm]), dq represents the average
grain diameter of the medium [mm], and ny is the slope of the particle-size distribution.
Both dy and nq are curve fitting parameters.

Microsoft ® Excel was used to obtain curve fitting parameters for Archie’s Law
(Knight, 1991) by fitting a power law function to resistivity data as a function of
moisture content. Archie’s Law is described by

p=ke™" (2-4)
where p is the electricity resistivity of the partially saturated porous material (in units of
ohm meters), & is the volumetric moisture content, and k and m are curve fitting
parameters.

2.5 Results
2.5.1 Hydraulic Properties

The majority of the STVZ deposits consist of poorly consolidated, well sorted
fine-medium grained sands with sample porosities ranging from 0.33 to 0.43, saturated
hydraulic conductivity values for the sandy deposits equal to approximately 10 cm s,
low residual moisture contents less than 10 percent by volume, air entry pressures

ranging from 20 to 60 cm, and moderately uniform pore-size distributions.
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Tables 2.2 and 2.3 list hydraulic properties measured for samples collected from the
NW quadrant at the STVZ site. Missing sections in depth below ground surface (bgs)
are due to the fact that the split spoon samplers did not always contain a full 5 ft of core
during collection. This occurred as a result of dry sediment spilling out of the sampler
as it was being extracted from the borehole and/or because large clasts plugged the shoe
(opening at bottom of sampler) preventing core from entering the sampler during
drilling. Raw laboratory measurements used for property determinations are included in
Appendices D through H.

2.5.2 Moisture retention curves

Figures 2.15 through 2.19 show main wetting, main drainage, and primary
drainage curves for representative medium-coarse grained sands, gravels, silty sands,
clays, and fine-grained sands collected from the NW quadrant of the STVZ research
site. For the complete set of moisture retention curves, refer to Appendix E2.

Data points were initially measured in the pressure chambers for the MDC
sequence at 1 bar, 3 bars, and 5 bars pressure, however there was not a major change in
moisture content between 1 bar and 3 bar measurements, therefore the measurements
were made at 1 bar and 5 bar pressures for a majority of the samples.

Due to time constraints, measurements were not made in the pressure chambers
(pressures greater than 100 cm) for a majority of the samples during the PDC sequence.
The oversaturated values at pressures below 20 cm tension were not used in the RETC
fit to obtain van Genuchten fitting parameters, therefore, the coefficient of variation
(R? does not reflect a fit to those data points for the PDC (Appendix E2 and

Appendix J). The PDC was not measured for samples containing large percentages of
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Table 2.2 — Hydraulic properties of samples collected from the northwest quadrant of the STV Z infiltration test site.

depth bgs repacked bulk density  repacked Ksat estimated residual estimated
sample ID (m) texture (g/cc) porosity (cm/s) moisture content porosity satiation
** * * *
NW1 0.30 coarse sand 1.58 0.404 1.80E-03 0.098 0.336 0.238
NwW?2 0.61 coarse sand 1.61 0.392 1.80E-03 0.067 0.376 0.315
NwW4 1.52 coarse sand 1.66 0.374 1.10E-02 0.031 0.378 0.325
NW5 1.81 gravel 1.75 0.340 1.25E-03 0.018 0.390 0.276
NW6 2.72 silty sand 1.37 0.483 1.79E-03 0.09 0.422 0.396
NwW7 3.05 fine sand 1.48 0.442 7.13E-03 0.068 0.413 0.375
NwW8 3.35 fine sand 1.67 0.370 4.06E-03 0.099 0.386 0.371
NW9 3.66 fine sand 1.73 0.347 9.05E-04 0.049 0.368 0.320
NW10 4.27 Fine sand 1.53 0.423 1.75E-03 0.051 0.372 0.319
NW11 4.57 silty sand 15 0.434 1.75E-03 0.098 0.404 0.372
NW12 4.88 silty sand 1.47 0.445 4.90E-03 0.077 0.399 0.378
NW13 5.18 sandy clay 1.44 0.374 1.03E-04 0.12 N/A 0.365
NW14 5.79 pebbly clay 1.65 0.283 7.23E-04 0.07 N/A 0.312
NW15 6.10 clay 1.31 0.430 5.42E-05 0.12 N/A 0.434
NW16 6.40 fine sand 15 0.434 3.69E-03 0.067 0.399 0.385
NW17 6.71 fine sand 1.53 0.423 5.66E-03 0.05 0.399 0.386
NW19 7.32 fine sand 1.55 0.415 9.03E-04 0 0.400 0.373
NW20 7.92 fine sand 1.58 0.404 6.59E-03 0.03 0.387 0.373
Nw21 8.23 fine sand 1.55 0.415 8.14E-03 0.077 0.424 0.363
NwW22 8.84 silty sand 151 0.430 4.10E-03 0.095 0.383 0.366
NW23 9.14 fine-coarse sand 1.64 0.381 5.28E-03 0.11 0.400 0.341
NW24 9.75 fine-coarse sand 1.65 0.377 4.59E-03 0.097 0.389 0.325
NW25 10.36 fine-coarse sand 1.63 0.385 4.59E-03 0.07 0.364 0.286
Nw27 10.97 fine-coarse sand 1.68 0.366 4.59E-03 0.041 0.381 0.303
NOTES: * Based on RETC fit to PDC data.

*k

Calculated from bulk density

density = 2.65 g/cc for sands and 2.30 g/cc for clays.
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Table 2.3 — van Genuchten fitting parameters estimated using RETC.

depth bgs MWCa MDCa PDCa 1/o MWC 1/a. MDC 1/o PDC
sample ID  (m) texture (cm™) (em® (m') MWCn MDCn PDCn (cm) (cm) (cm)
NW1 0.30 coarse sand 0.068 0.029 0.044 9.983 4.278 5.669 14.691 34.412 22.676
NW2 0.61 coarse sand 0.061 0.054 0.038 8.488 2.973 3.949 16.313 18.587 26.247
NW4 1.52 coarse sand 0.105 0.040 0.031 2.761 3.567 5.011 9.552 24,783 32.051
NW5 181 gravel 0.255 0.109 0.020 1.826 1.797 1.582 3.922 9.141 51.282
NW6 2.72 silty sand 0.018 0.010 0.008 3.998 4,775 2.560 56.561  100.200 123.457
NW7 3.05 fine sand 0.046 0.023 0.020 4,513 4.029 4.217 21.877 43.535 49,751
NW8 3.35 fine sand 0.034 0.018 0.014 4,755 4,327 5.734 29.481 54.795 69.930
NW9 3.66 fine sand 0.045 0.023 0.019 2.924 3.090 3.766 22.442 43.215 53.476
NW10 4.27 fine sand 0.048 0.028 0.020 3.322 3.267 3.597 21.053 36.036 49.751
NW11 4.57 silty sand 0.028 0.016 0.016 4.866 4.442 7.690 35.689 64.309 62.893
NW12 4.88 silty sand 0.041 0.018 0.015 3.782 4.687 6.161 24.231 54.675 64.935
NW13 5.18 sandy clay 0.02 7.90E-04 N/A 14.83 1.23 N/A 52.63 1265.82 N/A
NW14 5.79 pebbly clay 0.08 0.04 N/A 3.36 2.09 N/A 12.05 24.65 N/A
NW15 6.10 clay see plot 0.02 N/A  see plot 1.10 N/A  higherthan 49,60 N/A
measured
NW16 6.40 fine sand 0.030 0.013 0.013 3.955 4,904 6.549 33.546 76.104 75.758
NW17 6.71 fine sand 0.033 0.015 0.014 4.834 5.628 6.947 29.913 64.893 70.423
NW19 7.32 fine sand 0.026 0.012 0.010 2.573 3.312 3.872 39.063 85.985 96.154
NW18 7.62 fine sand 0.036 0.016 0.018 3.035 3.684 5.367 28.035 60.500 54.645
NW20 7.92 fine sand 0.043 0.017 0.017 7.633 5.175 4,951 23.041 58.720 60.241
NW21 8.23 fine sand 0.024 0.019 0.017 2.757 5.329 6.120 41.806 53.079 60.606
NW?22 8.84 silty sand 0.037 0.015 0.015 16.093 4.896 5.724 26.717 65.920 66.225
NW?23 9.14 fine-coarse sand 0.046 0.018 0.015 5.832 3.287 5.724 21.566 55.096 66.225
NW24 9.75 fine-coarse sand 0.050 0.023 0.041 7.805 3.424 1.677 19.932 44,287 24.631
NW?25 10.36 fine-coarse sand 0.057 0.025 0.021 4.016 3.350 4.506 17.637 39.541 48.780
NW27 10.97 fine-coarse sand 0.058 0.024 0.055 6.367 8.390 5.421 17.182  42.230  35.804
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Figure 2.15 — Moisture retention curves for a coarse grained sand collected from
the NW core at a depth of approximately 1 meter below ground surface.
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Figure 2.16 — Moisture-retention curves for a gravel collected from the NW core at
a depth of approximately 2 m ground surface.
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Figure 2.17 — Moisture retention curves for a silty sand collected from the NW
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Figure 2.18 — Moisture retention curves for a pebbly clay collected from the NW
core at approximately 6 meters below ground surface.
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Figure 2.19 — Moisture-retention curves for a fine-medium-grained sand collected
from the NW Core at approximately 8 meters below ground surface.
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swelling clays (NW6, NW13, NW14, and NW15) primarily because the PDC data was
used to evaluate the Haverkamp and Parlange (1986) estimation model for sandy
deposits (Chapter 3). The Haverkamp and Parlange model is not valid for soils/deposits
which contain swelling clays.

The MWC data at high tensions show an anomalous decrease in moisture
content with decrease in tension due to sample evaporation prior to reaching water entry
negative pressures. This behavior was observed in samples with very low initial
moisture contents (i.e., sandy deposits) most likely due to a higher degree of isolated
pores (disconnected) at low moisture contents. These data points were not used in the
RETC fits, therefore the coefficient of variation (R?) reported for the fits does not
reflect a fit to those points.

2.5.3 Electrical Resistivity

Electrical resistivity data was recorded during both MWC and MDC sequences.
Figures 2.20 through 2.24 represent resistivity relationships for representative coarse-
grained sands, gravels, silty sands, clays, and fine-medium grained sands as a function
of volumetric moisture content. The squares represent data collected during a wetting
sequence (MWC) while the circles represent data collected during a draining sequence
(MDC). The complete set of data (wetting and draining) was used for the power law
curve fit to data (Archie’s law) because the relationship between resistivity and
moisture content does not appear to be hysteretic and limited data was available for
individual sequences.

The electrical resistivity curves vary with sample texture, indicating steeper

slopes for finer grained deposits and shallower slopes for coarser grained deposits. The
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Figure 2.20 — Electrical resistivity curve for a coarse-grained sand located at
approximately 1 meter below ground surface.
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Figure 2.21 — Electrical resistivity curve for a gravel located at approximately 2
meters below ground surface.
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Figure 2.22 — Electrical resistivity curve for a silty sand located at approximately 5
meters below ground surface.
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Figure 2.23 — Electrical resistivity curve for a pebbly clay located at approximately
6 meters below ground surface.
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Figure 2.24 — Electrical resistivity curve for a fine grained sand located at
approximately 8 meters below ground surface.
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majority of the sandy deposits had a very high resistivity value at moisture contents less
than 10 volume percent, with exceptions for deposits containing higher percentages of
clay minerals. Table 2.4 lists the curve fitting parameters for the NW core samples.
For the complete set of resistivity curves, refer to Appendix D2.
2.5.4 Particle-Size Distributions

Figures 2.25 through 2.28 represent the particle-size distributions for
representative coarse-grained sands, gravels, silty sands, and fine-medium grained sands
collected from the STVZ research site. The fitting parameter “nfit” represents the slope
of the curve while the parameter “dgfit” represents the average grain diameter (mm).
Table 2.5 lists the particle-size distribution fitting parameters (dy and ng), the coefficient
of uniformity (C,) describing grain sorting, and the median grain diameter (dsp). The
coefficient of uniformity is determined by dividing the grain size in which 60% of the
deposits are finer than by the grain size in which 10% of the deposits are finer than (i.e.,
deo/d1g). The complete set of PSD curves are included in Appendix H. The
distributions do not include particles greater than 2 mm since rock clasts are not
considered to retain moisture and are not included (mass or volume) in the moisture
retention calculations for volumetric moisture content.
2.5.5 Parameter Correlations

Correlations were identified between pore-size distribution fitting parameters,
particle-size distribution fitting parameters, resistivity curve fitting parameters, grain
texture, and saturated hydraulic conductivity. Correlations with R* greater than 0.50
were not observed in the analysis for a large combination of parameters. This may be a

result of measurement error and uncertainty and/or model uncertainty in determining
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Table 2.4 — Table of electrical resistivity fitting parameters.

sample depth (m

sample ID bgs) k m description
NW1 0.30 21.296  1.059 coarse sand
NW?2 0.61 11.256 1.424 coarse sand
NW4 1.52 9.708 1.678 coarse sand
NW5 1.81 17.983 1.005 silty gravel
NW6 2.72 6.190 1.350 silty sand
NW7 3.05 7.341 1534 fine sand
NW8 3.35 5762  1.598 fine sand
NW9 3.66 9231 1214 fine sand
NW10 4.27 5177 1312 fine sand
NwW11l 4.57 4.068 1.508 silty sand
NW12 4.88 6.248  1.451 silty sand
NW13 5.18 0.510 2.240 sandy clay
NW14 5.79 1513  3.092 pebbly clay
NW15 6.10 1451 1.434 clay
NW16 6.40 6.369 1.319 fine sand
NwW17 6.71 7.306  1.300 fine sand
NW19 7.32 8501 1.087 oxidized fine sand
NW18 7.62 8.391 1.268 fine sand
NW20 7.92 7577 1.415 fine sand
Nw21 8.23 9.829 1.316 fine sand
NW22 8.84 10.279 1.223 silty sand
NW23 9.14 12.883 1.119 fine-coarse sand
NW24 9.75 10.254  1.300 fine-coarse sand
NW25 10.36 11.767 1.212 fine-coarse sand
NW27 10.97 11496 1.318 fine-coarse sand
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Figure 2.25 — Particle-size distribution for a coarse-grained sand collected from the
STVZ research site at approximately 1 meter below ground surface.
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Figure 2.26 — Particle-size distribution for a gravel collected from the STVZ

research site at approximately 2 meters below ground surface.
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Figure 2.27 — Particle-size distribution for a silty sand collected from the STVZ

research site at approximately 5 meters below ground surface.
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Figure 2.28 — Particle-size distribution for a fine grained sand collected from the
STVZ research site at approximately 8 meters below ground surface.
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Table 2.5 — Textural properties of NW core samples.

sample depth dso dg
ID (m bgs) texture (mm) Cy=dgl/dp (mm) Ng
* *ok -

NW1 0.30 coarse sand 0.80 3.24 0.711 3.332

NW2 0.61 coarse sand 0.68 3.27 0.621 3.118

NW4 1.52 coarse sand 0.40 1.88 0.452 4,334

NW5 1.81 gravel 1.10 7.68 0.807 2.384

NW6 2.72 silty sand N/A N/A N/A N/A

NW7 3.05 fine sand 0.22 2.94 0.248 3.492

NwW8 3.35 fine sand 0.21 2.89 0.232 3.160

NW9 3.66 fine sand 0.30 3.08 0.427 2.499
NW10 4.27 fine sand 0.24 2.55 0.284 3.207
NW11 4.57 silty sand 0.16 2.39 0.180 3.732
NW12 4.88 silty sand 0.17 2.38 0.197 3.909
NW13 5.18 sandy clay N/A N/A N/A N/A
NwW14 5.79 pebbly clay N/A N/A N/A N/A
NW15 6.10 clay N/A N/A N/A N/A
NW16 6.40 fine sand 0.15 2.46 0.133 5.998
NW17 6.71 fine sand 0.16 2.27 0.149 5.805
NW18 7.62 fine sand 0.17 2.25 N/A N/A
NW19 7.32 fine sand 0.14 3.08 0.133 4.079
NW20 7.92 fine sand 0.17 1.64 0.175 5.543
NW21 8.23 fine sand 0.15 1.64 0.183 5.123
NwW22 8.84 silty sand 0.16 2.13 0.157 4.783
NW?23 9.14 fine-coarse sand  0.18 1.33 0.227 3.450
NW24 9.75 fine-coarse sand  0.22 1.60 0.267 3.264
NW25 10.36  fine-coarse sand  0.33 3.00 0.393 3.020
NW27 10.97  fine-coarse sand  0.32 2.57 0.375 3.455
NOTES * C,>6 - poor

sorting; Cy<4 -
well sorting
*x van Genuchten
fitting
parameters for
PSD
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parameters (calculated from direct measurements of related properties). Figures
included in this section represent best correlations between parameters. Appendix J
includes figures for all parameter correlations examined in this study.
2.6 Discussion

2.6.1 Sample Disturbance

Although undisturbed samples are preferred for analysis of soil hydraulic
properties, sample disturbance to some degree is virtually unavoidable (Stephens,
1996). Therefore, using laboratory analysis of intact core samples to infer true
hydraulic properties of a geologic formation may not always yield correct results.
Laboratory sample data usually provides satisfactory information on mineralogy and
chemistry, but moisture retention characteristics are frequently altered by the sampling
process, especially in deep vadose zone materials cored at depth using auguring
techniques (Hearst et al., 1994). In friable materials, the bulk density and porosity can
also be significantly altered during sampling. Although the results presented in this
study may not reflect the true hydraulic properties for the STVZ vadose zone materials,
they appear to reflect similar results as those that would have been obtained using intact
sampling techniques for the sandy deposits (Appendix B).
2.6.2 Hysteresis in Moisture Retention Measurements

Hydrogeologic studies of the unsaturated zone have established that the
relationship between hydraulic conductivity, fluid pressure, and water content are
hysteretic (Knight, 1991). Hysteresis can significantly influence water flow and solute
transport in partially saturated porous materials (Simunek et al., 1999). Although the
importance of hystersis has been demonstrated in several numerical studies (e.g.,

Gillham et al., 1979; Kaluarachchi and Parker, 1987; Russo et al., 1989) and has been
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recognized by researchers for many years, it is typically neglected in water flow studies
because it takes a considerably longer amount of time to collect moisture retention data
during a wetting sequence than a drainage sequence (Simunek et al., 1999; Yeh and
Harvey, 1990). For this reason, many researchers measure moisture retention data
along a drainage curve starting from either field saturation or porosity. The fitting
parameters obtained from these curves are often reported in databases for flow and
transport predictions within soils and deep vadose zone deposits using parametric or
estimation models. In order to adequately model unsaturated flow and transport within
the vadose zone, unsaturated flow models require integration of parameters obtained
separately for individual flow conditions. This research clearly shows hysteresis in
moisture retention curves for the STVZ site deposits (shown in Figures 2.15 through
2.19 and Table 2.3). Therefore, hydraulic parameters for separate flow scenarios should
be uniquely quantified to accurately predict flow and transport in unsaturated
environments.
2.6.3 Hysteresis in Electrical Resistivity Measurements

Although Knight (1991) observed a hysteretic relationship between electrical
resistivity and moisture content in consolidated sandstone during main wetting and
main draining sequences, the observations of this study indicate that the electrical
resistivity relationship is not hysteretic for the STVZ alluvial deposits (shown in Figures
2.20 through 2.24). Water content and potential energy of soil water are not uniquely
related because the potential energy state is determined by conditions at the air-water-
solid interfaces and the nature of surface films rather than by the quantity of water
present in pores (Jury et al., 1991). Electrical conductivity is a function of pore scale

fluid distribution (Knight, 1991), similar to soil water potential, however, pore
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connectivity and transport tortuosity within a lithified geologic unit is very different
than pore connectivity within an unconsolidated porous medium. Cementation within a
consolidated porous medium blocks pathways between pores creating isolated pore
spaces within the medium during imbibition and draining (e.g., pores may be
hydraulically connected in one direction only). During imbibition and draining of an
unconsolidated porous medium, small pores may be filled while large pores are
virtually empty, however the pores may be hydraulically connected through films along
the edges of the empty pores, allowing an electrical current to pass through the medium
measuring the entire moisture content of the medium. Therefore, it is possible that
unconsolidated deposits and soils may not exhibit hysteresis in electrical resistivity
measurements even if hysteresis is observed in moisture retention measurements.

2.6.4 Significance of the Curve Fitting Parameters Determined for the STVZ
Alluvial Deposits

This research indicates that the van Genuchten moisture retention curve fitting
parameters « and n (obtained from PDC data) for the STVZ sandy alluvial deposits
differ from values reported in published literature for soil cores of similar texture (i.e.,
percent sands, silts, and clays —Table 2.6). Specifically, the parameter n for samples
analyzed in this study has a higher population mean compared to values reported for
sandy soils of similar texture, while the parameter « has a lower population mean than
tabulated values reported for sandy soils. The van Genuchten fitting parameters from
this study are, however, in agreement with values reported for sandy alluvial deposits of
similar textures (Table 2.6). Although standard deviations between measurements were

not reported in all the studies, the results of this research suggest that sandy alluvial
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Table 2.6 — Published hydraulic properties (mean values) for sandy soils and
alluvial sands. Population standard deviation is expressed in parentheses (if
reported). The sandy soils and alluvial deposits were reported as undisturbed
samples in the literature. B&C refers to Brooks and Corey (1964) parameteric
model where A is approximately equal to (n-1) and h,e is approximately equal to
1/a (van Genuchten et al., 1991).

van van

Type of Genuchten | Genuchten l/a Ksat

Sediment n a (1/cm) (cm) (cm/s) | Porosity | 6
Alluvial Sands
STVZ Sand 450 (1.75) | 0.021 47.62 0.004 0.389 0.066
(coarse-fine) (0.01) (0.0025) | (0.02) (0.03)
Healy and 4.79 0.067 14.92 0.0385 |0.384 0.055
Mills (1991) (0.881) (0.013)
Sand
(coarse-fine)
Yeh and 4.72 0.074 13.51 0.1126 0.436 0.05
Harvey (1990) | (0.924) (0.0006) (0.003) | (0.016) |to
Sand (coarse - 0.10
med)
Stephens etal. | 4.05(2.01) | 0.0279 35.84 0.024 0.415 0.05
(1986) (0.0067) (0.011) | (0.043) |to
Sand (coarse — 0.10
fine)
Sandy Soils
Carsel and 2.68 0.145 6.90 0.00825 | 0.43 0.045
Parrish (1988)
Sand
Rawls et al. 1.592 0.138 7.25 0.0058 | 0.417 0.020
(1982)
Sand
Andersonand | 1.629 0.100 10.0 0.0017 | 0.358 0.044
Carsel (1986)
Loamy sand
Mallants etal. | 1.386 0.013 76.92 5.3e-5 0.360 0.012
(1996)
Sandy loam
Haverkamp B&C A N/a B&C hs | N/a 0.39 0.00
and Parlange 1.872 27.787 (0.03)
(1986) (0.485) (7.421)
Sand
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deposits have a more uniform pore-size distribution and higher air entry pressures than
sandy soils of similar textures (Figure 2.29).

The difference in pore volume distributions and average pore sizes (reflected by
the parameter «) between soils and alluvial deposits may be due to weathering of soils
at the surface, forming cracks, root channels, and deposition of fine particles in larger
void spaces in the soil (Mitchell, 1975 pg. 54; Buol et al., 1973 pg. 28; Stephens, 1996
pg. 89), thus forming a larger distribution and larger average pore sizes for soils than for
deeper alluvial deposits. These results suggests that the use of tabulated soil properties
(based on particle textures alone) for flow and transport predictions may not be
appropriate for predicting flow and transport within deep vadose zones.

2.6.5 Parameter Correlations

The strongest observed correlations exist between the van Genuchten fitting
parameters for « values observed for the separate moisture retention curves (MWC,
MDC, PDC). The correlations for « between the MWC, MDC, and the PDC all appear
to be linear (Figures 2.30, 2.31, and 2.32). The slope of the moisture retention curves
do not appear to be strongly correlated, although there does appear to be a slight linear
relationship between the slope of the MDC and the slope of the PDC (Figure 2.33).
Although a linear relationship exists between the slopes of the PDC and the PSD, the
parameters are not strongly correlated (Figure 2.34). The van Genuchten parameter a,
however, shows a fairly strong correlation to the average particle size of the deposits
(Figure 2.35).

Saturated hydraulic conductivity typically decreases with decrease in grain size

(Jury et al., 1991), however the correlations observed between saturated hydraulic
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Primary Drainage Curves
Sandy Soils vs. Sandy Alluvial Deposits
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Figure 2.29 — Typical moisture retention curves for sandy soils (Carsel and Parish,
1988) and sandy alluvial deposits of similar texture (mean fitting parameter values
for sandy alluvial deposits collected from the STVZ site).
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Correlation Between MDC and MWC 1/a
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Figure 2.30 — Plot of van Genuchten parameter (1/a) during a drainage sequence
(MDC) versus wetting sequence (MWC).
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Correlation Between MDC 1/a and PDC 1/a

100

90

80

70

60

50

MDC 1/a

40

30

20

10

Figure 2.31 — Plot of van Genuchten parameter (1/a) during a drainage sequence
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Correlation Between MWC 1/a and PDC 1/a
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Figure 2.32 — Plot of van Genuchten parameter (1/a) during a wetting sequence
(MWC) versus a drainage sequence from saturation (PDC).
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Correlation Between the Slope of PDC
and the Slope of MDC
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Figure 2.33 — Slope of the primary drainage curve versus the slope of the main
drainage curve.
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Correlation Between the Slope of PSD
and the Slope of PDC
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Figure 2.34 — Slope of the PSD versus slope of the PDC.
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PDC 1/a versus PSD dg
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Figure 2.35 - PDC 1/ versus average grain diameter dg.
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conductivity and average grain size (Figure 2.36), show an anomalous increase in
conductivity with decrease in grain size. This may be due to the fact that particles greater
than 2 mm were removed from the particle-size distribution measurements, but were
included in samples used to measure saturated hydraulic conductivity. Although the
larger clasts may not contribute to moisture retention, the clasts do impact the hydraulic
conductivity measurements, in particular if the sample is poorly sorted. In fact, grain
sorting plays a major role in saturated hydraulic conductivity (Jury et al., 1991) as shown
in Figure 2.37. Therefore, the samples with larger average grain sizes may also represent
samples which are more poorly sorted, resulting in lower conductivity values. The same
holds true for the relationship between 1/o and hydraulic conductivity shown in
Figure 2.38. The figure shows that hydraulic conductivity appears to increase with
decrease in average pore diameter. Intuitively, samples with larger mean pore sizes
should also have higher hydraulic conductivity values at saturation, but again sorting of
pore sizes plays a major role in the conductivity of the sample. For instance, the presence
of large clasts in sample NW5 may have resulted in a poor distribution of pore sizes by
filling large voids with finer particles. Although trends were observed between saturated
hydraulic conductivity and other parameters (Figure 2.39), it does not appear to be
strongly related to any one parameter, suggesting that multiple factors control the
hydraulic conductivity of a porous medium at saturation.

Figure 2.40 shows that the slope of the linear resistivity curves (log of
Equation 2-4) increases with increase in grain size, however, the slope does not appear

to be directly related to moisture retention curve fitting parameters.
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Saturated Hydraulic Conductivity
vs. Average Grain Size

. [ ]

—

(n -

~~

£ 0.010}

(&) B

\

a |

£ i

= i [ |

g 0.007

s T

g i [ |
s u y =0.0016x"(-0.5118)

@) | R?=0.1667

O

S

E 0.005

o

>

I

o

Q

]

@ 0.002

S B

o [ | [ | | L

7))
—\\\\'\\\\l\\\\'.\\\'\\\\'\\\\'\\\\F\\

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
Average Grain Diameter (mm)

Figure 2.36 — Correlation between saturated hydraulic conductivity and grain size.
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Saturated Hydraulic Conductivity vs. Sorting (Cu)
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Figure 2.37 — Correlation between saturated hydraulic conductivity and grain
sorting. Conductivity appears to decrease exponentially with better sorted
samples (well sorted samples have C, value <4).
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Saturated Hydraulic Conductivity vs. PDC 1/a
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Figure 2.38 — Relationship between the pore-size distribution fitting parameter
and saturated hydraulic conductivity for the PDC. Conductivity appears to
decrease with a decrease in a.
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Saturated Hydraulic Conductivity vs. Porosity
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Figure 2.39 — Correlation between porosity and saturated hydraulic conductivity.
Although the correlation is not strong, conductivity appears to increase with
increase in porosity.
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Correlation Between Resistivity coefficient "k"
VS. average grain diameter "dg"
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Figure 2.40 — Correlation between electrical resistivity curve fitting parameter “k”
versus grain diameter.
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2.7 Measurement Error and Uncertainty
2.7.1 Measurement Error

2.7.1.1 Introduction

Direct measurements of hydraulic properties consist of both the “true” value and
measurement error contributed by factors which cannot be completely avoided.
Imprecision and bias in the measuring device and/or researcher errors, such as misread
values and transcription errors, may occur. In order to determine the relevance of
laboratory data, the degree of measurement error should be identified and included in
the data, typically in the form of the standard deviation from the mean value (Mandel,
1964).

The two major components of measurement error are precision and accuracy
(Scheaffer and McClave, 1995). Precision refers to the reproducibility of measurements
and accuracy refers to the ability to produce unbiased measurements. Measurement
bias is the result of a constant deviation in the results. For example, measurements
which are continually skewed in a particular direction from the “true” value due to
improper instrument calibration are considered to be biased. Model estimates are
considered biased if the estimated value does not equal the mean value (Isaaks and
Srivastava, 1989).

Measurement accuracy is typically determined by comparing results to a known
value. Unfortunately, this is difficult to do when measuring hydraulic properties since
actual hydraulic properties are rarely known. Measurement precision can be determined
by repeating a measurement several times using the same procedure and noting the
deviation in the results. The data would be considered precise within +/- the standard

deviation in the repeatability measurements.
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2.7.1.2 Measured results

Repeatability tests were conducted for moisture retention measurements in the
hanging column apparatus and the pressure cells, hydraulic conductivity measurements
in the constant head permeameters, electrical resistivity measurements in the impedance
analyzer, porosity measurements in the saturation chamber, and particle-size analysis
using dry sieve methods. Measurements were repeated for duplicate samples for all
measurement methods except the hanging column apparatus. Because the hanging
column drainage procedure alters the grain orientation of the samples, identical
measurements were made for replicate samples as an alternative to repeating the
measurements for each sample. The standard deviation between replicate samples (in
the hanging column measurements) was actually lower than the standard deviations
between repeated measurements made for individual samples (all other measurement
devices). Tables of results are included in this section with details listed in Appendix
K. Sample statistics represent measurements repeated for an individual sample while
population statistics represent statistics for measurements made for replicates. The
coefficient of variation is equal to the standard deviation divided by the mean. Refer to
Appendix K for a detailed description of the methods used to determine measurement
error.

Table 2.7 - Error analysis of porosity measurements made using the saturation
chamber (3 samples analyzed 5 times each).

Sample Sample Sample Coefficient of

ID Mean Stdev Variation
36 0.332 0.009 0.027
37 0.321 0.019 0.060
46 0.336 0.014 0.043
average 0.330 0.014 0.043
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Table 2.8 — Error analysis of moisture content measurements made at 1 bar
pressure using the pressure chambers (3 samples analyzed 5 times each).

Sample Sample Sample  Coefficient of

ID Mean Stdev Variation
36 0.032 0.008 0.250
37 0.035 0.006 0.171
46 0.037 0.006 0.162
average 0.035 0.007 0.200

Table 2.9 — Error analysis of electrical resistivity measurements made at
saturation using the impedance analyzer (3 samples analyzed 5 times each).

Sample Sample Sample Coefficient of

ID Mean Stdev Variation
36 47.776 8.561 0.179
37 48.926 8.246 0.169
46 48.828 8.097 0.166
average 48.510 8.301 0.171

Table 2.10 — Error analysis of moisture content measurements made using the
hanging column apparatus (5 replicate samples analyzed once each — statistics
represent population statistics for the set).

Tension Head  Sample Sample Coefficient of
(cm) Mean Stdev Variation
200 0.048 0.003 0.059
100 0.077 0.003 0.036

50 0.319 0.006 0.020
40 0.381 0.013 0.033
30 0.399 0.004 0.009
20 0.402 0.005 0.011
10 0.407 0.005 0.011
0 0.434 0.003 0.007

average 0.0052 0.023
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Table 2.11 - Error analysis of saturated hydraulic conductivity measurements
made using the constant head permeameter (4 replicates measured three times
each).

Sample
Statistics:

Sample ID: A B C D
mean 1.10E-03 1.05E-03 1.14E-03 8.77E-04
stdev 8.62E-05 1.37E-11 8.70E-05 1.37E-11

Population Coefficient
Statistics: mean stdev of variation

1.04e-03 5.00e-05  4.80E-02

Table 2.12 — Error analysis of particle-size measurements made using the sieve
method (2 replicate samples measured 10 times each).

Mean fraction Coefficient of
Sieve No.  Grain Size by Weight Std Dev Variation
sample 1 5 pebbles 0.037 0.0007 0.0194
10 granules 0.031 0.0003 0.0123
18 VC sand 0.075 0.0016 0.0215
35 C sand 0.275 0.0037 0.0135
60 M sand 0.338 0.0023 0.0068
140 F sand 0.195 0.0049 0.0253
270 VF sand 0.032 0.0022 0.0686
Bottom  Silt & clay 0.0135 0.0011 0.0881
Average all 0.0021 0.0319
sieves
sample 2 5 pebbles 0.028 0.0028 0.0984
10 granules 0.032 0.0002 0.0065
18 VC sand 0.076 0.0009 0.0125
35 C sand 0.275 0.0006 0.0024
60 M sand 0.340 0.0014 0.0042
140 F sand 0.198 0.0030 0.0154
270 VF sand 0.034 0.0012 0.0364
Bottom  Silt & clay 0.014 0.0008 0.0561
Average all 0.0014 0.0290
sieves
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2.7.2 Measurement Uncertainty

2.7.2.1 Introduction

Quialitatively speaking, measurement uncertainty refers to the fact that measured
values are in some sense only a reasonable or useful guess at what the unknown value
might be (lsaaks and Srivastava, 1989 pg 489). In other words, no matter the
measurement approach, there will always be a degree of error which may not be easily
quantified. Although not quantified, the existence of measurement uncertainty in this
research is recognized and possible sources are discussed in this section.

2.7.2.2 Moisture Retention Uncertainty

The hydraulic contact material used in the moisture retention experiments (silica
flour and diatomaceous earth) most likely contributed to measurement uncertainty in the
moisture content measurements. The material stuck to the bottom of the cotton cloth
attached to the sample rings and possibly permeated the samples to some degree
creating lower permeability at the base of the samples. Removing the samples at
equilibrium to obtain a sample weight may have resulted in a minor degree of
evaporation, also contributing to measurement uncertainty. It is possible that complete
moisture equilibrium may not have been achieved during moisture retention analysis,
even though standard methods and direct determinations (Appendix B) suggest that
moisture equilibrium is reached within a matter of hours in the wet range of tensions
between 0 and 100 cm to days in the dry range of tensions greater than 100 cm. If the
evaporation rate in the hanging column apparatus was higher than the drainage rate (or
rate of imbibition), actual moisture equilibrium could not have been detected. This
would lead to an overestimate in moisture content at each tension head measured during

drainage and an underestimate in moisture content during imbibition.
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2.7.2.3 Lack of Microbial Growth

The use of thymol during moisture retention analysis to prevent bacterial growth
in the porous plates (Appendix F) may have had an impact on the moisture retention
properties of the deposits, however, the percent organic matter was very minimal since
the deposits were all collected below the root zone. Of more concern than destruction
of bacteria in sediments, was the potential of bacterial growth in the porous plates
which would have resulted in a greater degree of measurement uncertainty by impeding
flow through the plates. Therefore, thymol as added to the wetting solution for all
analyses.

2.7.2.4 Uncertainty in Electrical Resistivity Measurements

Electrical impedance measurements are dependent on the degree of contact
between the porous material and the silver plates (Appendix K). In the preliminary
study, measurements based on degree of contact at varying moisture contents were not
compared. It is possible that the optimum degree of contact may have been higher at
lower moisture contents (as the resistivity increased). Sample compaction during
analysis was of greater concern, which would have resulted in a higher degree of
measurement uncertainty for all measured properties (in addition to electrical
resistivity) because of a decrease in sample porosity. Therefore, the same method was
used to ensure sample contact regardless of moisture content.

2.7.2.5 Uncertainty in Saturated Hydraulic Conductivity Measurements

The high flux rate applied to the samples during measurement of saturated
hydraulic conductivity in the constant head permeameters (Appendix G) may have
contributed to sample disturbance during analysis, leading to overestimated

conductivity values because of possible formation of preferential flow paths. Another
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possible contributor to measurement uncertainty may have been the small time period
used to measure outflow and the small volumes measured to determine volumetric flux.
It is also possible that not enough time was allowed to reach steady state flow within the
samples before measurements were made.

2.7.2.6 Uncertainty in Particle-Size Distribution Measurements

Although care was taken during analysis, uncertainty in particle-size distribution
measurements using sieve methods may have resulted from sediment sticking to the
sides of individual sieves (not passing through openings) and from particles sticking in
the sieve openings instead of passing through. Soil hydrometer methods include
measurement uncertainty primarily from sample loss while taking measurements
(sediment sticking to the hydrometers) and from evaporation of the soil slurry during
analysis (takes 24 hours to complete the measurements).

2.7.2.7 Uncertainty in Moisture Retention Curve Fitting Parameters

The van Genuchten equation was fit to moisture retention data requiring the
RETC curve fitting program to estimate four unknown parameters (&, &, «, and n).
The RETC program is limited to non-unique results which contribute to model
uncertainty (van Genuchten et al., 1991). The model uncertainty increases with the
number of unknown parameters and fewer number of measured data points. Weighting
individual data points improves the fit to data, however, measurement uncertainty and
error is included in the data, making the weighted fits somewhat subjective.

2.8 Conclusions

Samples collected from the NW quadrant of the STVZ infiltration test site were
used to analyze moisture retention during wetting and draining sequences, porosity,
electrical resistivity, saturated hydraulic conductivity, and particle-size distributions for
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site characterization of deep vadose zone materials. Methods for characterizing
hydraulic properties of alluvial vadose zone deposits were based on standard methods
developed for soil characterization and results of preliminary studies conducted as part
of this research. Functional forms (equations 2-1 through 2-4) were fit to the moisture
retention, electrical resistivity, and particle-size distribution data, and correlations
between hydraulic and geophysical parameters were examined.

Major differences in moisture retention curves between intact and repacked
sandy deposits were not observed (Appendix B), therefore it was assumed that
properties measured for repacked sands were similar to properties that would have been
made for intact samples. Although sample compaction was observed in undisturbed
near surface sandy deposits, significant compaction in the repacked samples during
imbibition or subsequent desorption was not evident. The electrical resistivity
measurements did not appear to disturb the samples during analysis. On the other hand,
saturated hydraulic conductivity measurements resulted in some sample loss by sticking
to the permeameter sample holders. Although high flux rates used in hydraulic
conductivity analysis were higher than in situ conditions, sample disturbance and
turbulent flow did not occur as a result.

Hysteresis was observed in moisture retention wetting and draining, but not in
the electrical resistivity data. The moisture retention fitting parameters for the sandy
alluvial deposits appear to differ from parameters reported for sandy soils while the
porosity, saturated hydraulic conductivity, and bulk density are similar to values
reported for both sandy alluvial deposits and sandy soils.

Correlations between parameters were the strongest for the van Genuchten

parameter « between wetting and draining moisture retention curves. Although
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correlations between the other parameters were not strong, relationships were observed
between saturated hydraulic conductivity and pore-size distribution parameters,
saturated hydraulic conductivity and particle-size distribution parameters, and electrical
resistivity and particle-size distribution parameters.

Measurement error for the majority of measurement techniques was identified
by conducting measurement repeatability tests. Measurement uncertainty, which could
not be quantified, most likely exists due to sample disturbance inherent in sample
preparation and analysis, possible insufficient equilibrium times, influence of
evaporation, and low permeability boundary conditions caused by hydraulic contact
material.

2.9 Recommendations for Future Work
2.9.1 Sample collection

Although environmental conditions can be better controlled in a laboratory
setting and laboratory measurements typically have a higher degree of measurement
precision compared to in situ analysis, laboratory measured properties using standard
techniques do not represent field scale hydraulic properties. Even though similar
hydraulic properties between intact and repacked alluvial sand samples were observed,
it is unlikely that natural structure was captured and/or preserved during sample
collection. Collecting undisturbed samples of poorly consolidated deposits, often found
in vadose zone environments, is nearly impossible and certainly improbable. Most
standard laboratory methods are limited to analysis of inadequate sample sizes for
capturing natural structures such as aggregates, concretions, and lenses of low

permeability sediments, which strongly influence unsaturated flow behavior.
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Development of methods for collecting and analyzing undisturbed meso-scale samples
are required to preserve the integrity of in situ conditions.
2.9.2 Cost and Time Efficient Methods

It took approximately six months to complete the laboratory sample analyses for
twenty five samples after collection and transport to the laboratory for analysis. Based
on this time frame, this research confirms the perception that laboratory analysis of a
large number of samples using standard methods is unrealistic. Time efficient methods
for measuring moisture retention properties of soils and alluvial deposits are needed for
characterizing large sample sets. Methods which reduce laboratory experimentation
time include desorption by centrifugation (Nimmo et al., 1987) and hydraulic property
predictive methods based on surrogate data which is less time consuming to measure
directly (Arya et al., 1999; Arya, et al., 1981, Haverkamp, and. Parlange, 1986; van
Genuchten, et al., 1999). At present, these methods require further examination to
develop standard techniques, application conditions, and impact of measurement and
model uncertainty on moisture retention parameters.

Direct measurements of air entry pressure, porosity, and residual moisture
content prior to data collection would allow researchers to focus on the active region of
moisture retention curves resulting in better estimates of curve fitting parameters using
a limited number of data points. Methods for measuring these properties could be
easily developed in a laboratory setting in a reasonably time frame. For example,
centrifugation could be used to measure residual moisture content, a method for
measuring air entry pressure could be developed using air injection methods, and

porosity measurements using the vacuum saturation techniques could be improved by
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reducing measurement uncertainty (e.g., using hydrophobic materials to hold sediment
in sample rings).
2.9.3 Examination of Alluvial Geologic Hydraulic Properties

This research suggests that curve fitting parameters for moisture retention
characteristics of deep vadose zone alluvial deposits differ from reported values for
soils of similar texture. This implication could have a significant impact on flow and
transport modeling in deep vadose zone environments. Further investigations involving
larger sample sets and sample sizes of both soils and deep vadose zone deposits are
required to support the findings. The investigations should examine the impact of
natural structure on moisture retention and hydraulic conductivity measurements.
Because an investigation of large sample sets is unrealistic using standard laboratory
techniques, the examination should be conducted using innovative time efficient
methods for attaining curve fitting parameters. The initial part of the study should
include an in-depth examination of procedures using desorption centrifugation and
predictive modeling. Methods for direct time-efficient measurements of air entry
pressure, porosity, and residual moisture content should be included in the study.
Impact of measurement error and model uncertainty should be examined to determine

conditions for application.
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CHAPTER 3.0 - PREDICTIVE METHODS FOR
CHARACTERIZING HYDRAULIC PROPERTIES OF SANDY
ALLUVIAL DEPOSITS: APPLICATION TO THE STVZ
RESEARCH SITE

3.1 Abstract

Pedotransfer functions developed for estimating hydraulic properties of vadose
zone porous media are appealing to many researchers because hydraulic properties for a
large number of samples can be estimated from a relatively small sample set. This
chapter includes an evaluation of a pedotransfer model developed by Haverkamp and
Parlange (1986) for application to sandy alluvial deposits often found in deep vadose
zones. Because the model was developed for application to sandy soils, the model was
calibrated to the STVZ alluvial deposits and the results were compared to model
predictions made using the original model estimation equations. Since the Haverkamp
and Parlange (1986) model predicts the Brooks and Corey (1964) moisture retention
fitting parameters, the model was modified to predict the van Genuchten (1980) fitting
parameters which tend to better describe the moisture retention curve for finer grained
deposits with wider pore-size distributions.

Results show that both models predict moisture retention curves similar to direct
functional form fits to measured data for a majority of the samples analyzed.
Exceptions include application to deposits exhibiting dissimilar physical properties

from samples used in the model calibrations. A model sensitivity analysis was
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conducted to examine optimum conditions for model calibration and application. The
analysis showed that the number of samples and data points used in the model
calibrations was adequate, however, model estimates improved when the model was
calibrated to deposits with narrower distributions of particle sizes.
3.2 Introduction

3.2.1 Problem Statement

Characterizing heterogeneous unsaturated materials requires a large number of
hydraulic property measurements. It is impractical, however, to directly measure
unsaturated hydraulic properties on a large number of samples. Pedotransfer functions
for estimating hydraulic properties are appealing because properties are empirically
predicted from a limited number of direct measurements, and a larger number of
indirect or surrogate measurements which are less time consuming to obtain.

Pedotransfer functions (PTFs) were developed to estimate hydraulic properties
of soils based on textural and physical properties of a porous medium (e.g., particle-size
distributions and bulk density or porosity). Early PTFs used statistical models relating
volumetric moisture content to particle-size analysis (e.g., Salter et al., 1996; Gupta and
Larson, 1976). Because the standard deviations between predicted and experimental
water content values for the statistical models were much greater than laboratory errors
(Haverkamp and Parlange, 1986), alternative pedotransfer functions that assume shape
similarity between the particle-size distribution and the pore-size distribution of soils
were developed (e.g., Arya and Paris, 1981; Haverkamp and Parlange, 1986). The Arya
and Paris (1981) model relates pore radius to the pore volume for fractions of particle-
sizes along the particle-size distribution curve. Although this model is the most

commonly used pedotransfer model, it has been criticized for it’s non-unique pore-
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size/particle-size relationship in the basic equation of the model (Haverkamp and
Parlange, 1986).
3.2.2 Motivation

The Haverkamp and Parlange (H&P) model was selected to examine application
to the STVZ deposits because it was developed for sandy soils similar in texture to the
deposits located at the STVZ site and because the model includes predictions of
hysteretic curves. The model was modified as part of this study in order to predict the
van Genuchten fitting parameters rather than the Brooks and Corey parameters. The
van Genuchten parameter estimation model was also based on shape similarities
between the particle-size distributions and the pore-size distributions, along with
additional parameter correlations (Chapter 2).
3.2.3 Hypotheses

The Haverkamp and Parlange (1986) pedotransfer model was originally
calibrated using 10 sandy soils exhibiting lower air entry pressures and steeper moisture
retention slopes (higher values for A) than the curve fitting parameters measured for the
STVZ samples (Table 3.1).
Table 3.1 — Moisture retention curve fitting parameters for the STVZ samples and
the sandy soils used in the original Haverkamp and Parlange (1986) model. The

model parameters represent population mean values +/- population standard
deviation.

Range of
Bulk Range of
Densities Particle Sizes
Samples (g/cc) (mm) hae (cM) A
H&P model 1.50t0 1.75 0.2t00.5 28.78 +/- 7.42 1.87 +/- 0.48

sandy soils

STVZ sandy 1.47t0 1.68 0.13t0 0.45 37.36 +/- 13.93 1.42 +/- 0.53
alluvial
deposits
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The differences in parameters are similar to the differences described in Chapter
2 between soils and deep vadose zone alluvial deposits of similar texture. Differences
in moisture retention properties will lead to differences in parameter correlation
between pore-size distributions and particle-size distributions. For this reason, we
hypothesize that the H&P model will require calibration to individual geologic
environments. To test this hypothesis, model results were compared between the H&P
model and an empirical model calibrated to the STVZ infiltration test site deposits. To
examine the optimum range of sample texture and porosity for model application, both
the H&P model and the empirical model were used to estimate curves for well sorted,
moderately sorted, and poorly sorted sandy alluvial deposits repacked at various bulk
densities (referred to as fabricated samples).

In addition, we hypothesize that the size of the sample set used for model
calibration, the number of measured moisture retention data points, and laboratory
measurement error associated with pore-size and particle-size distribution data will
impact model predictions. To test this hypothesis, a model sensitivity analysis was
conducted to examine optimum conditions for model application.

3.2.4 Chapter Outline

This chapter includes a discussion of the basic theory behind the Haverkamp and
Parlange (1986) pedotransfer model, application of the model to the STVZ site deposits,
and model application results. Development and application of an empirical predictive
model for estimating van Genuchten fitting parameters from the correlations presented
in Chapter 2 are then presented. In conclusion, optimum conditions for model
application based on results of a model sensitivity analysis are discussed, followed by

recommendations for future work
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3.3 Haverkamp and Parlange (1986) Model Theory

The objective of the Haverkamp and Parlange (1986) pedotransfer model is to
predict soil moisture retention curves during either a wetting or draining process from
direct measurements of the particle-size distribution, bulk density, and saturation of a
soil (referred to in this chapter as “static material properties”). The model is calibrated
using input parameters obtained from direct measurements of these static material
properties using a representative sample set.

The Haverkamp and Parlange (1986) model is based on the shape similarity
between the moisture characteristic curve and the particle-size distribution function.
The particle-size distribution is described by a form of the van Genuchten (1980)

equation for uniform sandy soils without organic matter by

d Ny _(1_%11)
F(d)—[u[?gj } (3-1)

where F(d) is the fraction finer than grain diameter (d), dq represents the average grain
diameter of the medium, and ny is the slope of the particle-size distribution. The
relationship between pore-size distributions (represented by the MCC) and F(d) is based
on the fundamental relationship between capillary pressure head (h) assumed to equal
negative pressure head (cm), and the pore radius (R, also in cm) described by

20

h=
Rp,9

(3-2)

where o is the interfacial surface tension between water and air, g is the gravitational

constant, and p, is the density of water. For soils of similar texture (e.g., grain geometry
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and grain size) without swelling particles, the grain diameter is related to the pore radius
through the packing arrangement of the grains by

d =R (3-3)
where the packing parameter () varies as a function of grain texture and is assumed to be
constant for soils of similar textures. The relationship between capillary pressure head
and the grain diameter is determined by substituting (3-3) into (3-2) for pore radius (R )

by

h= 0.149% (3-4)

where 0.149 (cm?) is the product of 20/pg in (3-2) at a constant temperature of 20 °C.
Haverkamp and Parlange (1986) suggest that the relationship between the
particle diameter (d) and the pore radius (R ) expressed in (3-3) relates pore fraction to
the relative solid fraction of particles by
S(R) = F(d) (3-5)
where S is the degree of saturation (6/6,), 6 is the volumetric moisture content, and & is

saturation. Haverkamp and Parlange (1986) define the moisture content as a function of
the particle size distribution by

0 =06,F(d) (3-6)
and derive equations for predicting moisture characteristic curves from particle-size
distribution data by combining (3-6) with the Brooks and Corey (1964) model for

calculating @ as a function of h by

0 =(0, —er)*[%} +0, (3-7)
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where 6, is residual moisture content assumed to equal zero in the model, h,, is air entry
pressure (cm), and A is a fitting parameter describing the slope of the moisture
characteristic curve. Because (3-7) does not account for hysteresis, Haverkamp and
Parlange (1986) modify (3-7) to calculate #(h) during draining and wetting sequences.
For the MWC (Figure 3.1), the model equation for calculating the moisture content for h

greater than hg is

¢ [h }
=—"—| = 3-8
1+i{ h (3-8)
where ¢ is porosity defined by
$=1-| L= (3-9)
P

pd 18 the soil dry bulk density and p, is the particle density assumed to equal 2.65 g/cc.
The moisture content for h greater than hy. (water entry pressure) and less than h,e for the
MWC (Figure 3.1) is

A \h

ae

For the MDC (Figure 3.1), the moisture content for h greater than hye is

0

he T, hef, 6 ]
QZ(I{T} {1 h(l ¢H (3-11)

For the MDC and the MWC, 6, is assumed to equal natural field saturation,

(approximately equal to 80-90% porosity due to entrapped air). The moisture content
for h less than or equal to h,e for the MDC and hy,e for the MWC is

0=20

S

(3-12)
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Moisture Characteristic Curves
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MDC = Main drainage curve
MWC = Main wetting curve
PDC = Primary drainage curve
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Figure 3.1 — Moisture characteristic curves showing hysteresis in air entry
pressure values. Air entry pressure is determined from fitting the Brooks and
Corey equation (3-10 for the MWC and 3-11 for the MDC) to measured data.

For the PDC, (3-11) and (3-12) are used to calculate &h), assuming 6, is equal

to ¢ (void of entrapped air).

The Haverkamp and Parlange (1986) model was originally calibrated through
regression analysis of moisture retention measurements during desorption from field
saturation, dry bulk density measurements, and particle-size distribution measurements

of 10 sandy soils ranging in particle sizes from 0.2 to 0.5 mm in diameter. The
estimated fitting parameter (/A1) is defined by

A =al(p,")(n, ~1) (3-13)
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where “” represents the parameter estimate and the coefficients al and a2 are fitting

parameters. The estimated air entry pressure (F]ae) is defined by

A - _%d
A * }{nd
ha = /4 0.149 [[%} _1} - hae

d ¢ (6:e)

9

where 7A/ is the estimated packing parameter defined by

2

7 =bl+b21+b31

(3-14)

(3-15)

and b1, b2, and b3 are fitting parameters determined from regression analysis of the plot

of 7 (calculated from (3-4) using hse and dg) versus the estimated slope of the moisture

retention curve (A) for the sample set. The estimated packing parameter can be

calculated from either the wetting or drying boundary curve, leading to two different

values: ywet OF vary. Since the two parameters are strictly related to one another, the two

boundary curves can be used interchangeably.

(3-16)

0., is the moisture content along the wetting curve at air entry pressure defined
by
4
eae = A
1+4

h . . . .
% __ represents the ratio of the packing parameter during the wetting cycle to the

h(e..)

packing parameter during the draining cycle (7/ W%

dry

h<h§;>{(1+z)[1_%{l_ 2 m/
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Equation (3-17) is solved iteratively for the MWC, the MDC, and all scanning

curves, but reduces to

% - (1+ /A’Lj/ﬁ (3-18)

for the PDC where saturation equals porosity. Haverkamp and Parlange (1986) define
the model parameter estimation coefficients al, a2, b1, b2, and b3 in equations (3-13)
and (3-15) to be 0.0723, 3.8408, 17.1736, -4.7043, and 0.1589, respectively. The
coefficient of determination for regression analysis was 0.981 and 0.993 for
equations (3-13) and (3-15), respectively, suggesting good correlation between
parameters used in model calibration.
3.4 Haverkamp and Parlange (1986) Model Application to the STVZ Samples

3.4.1 Methods

The H&P model was initially applied to estimate hydraulic properties of
samples collected from the STVZ infiltration test site assuming the original model
coefficients al, a2, bl, b2, and b3 were valid for the STVZ site deposits. The model
was then calibrated using input parameters determined from a representative sample set

of the site deposits to obtain empirical coefficients for (3-13) and (3-15). The estimated

parameters 2 and ﬁae were then used from each model scenario (H&P model and
empirical model) to estimate @) curves during desorption (PDC) using (3-11) and (3-
12) for all the measured STVZ and fabricated samples. The estimated curves were then
compared to the original Brooks and Corey fit to measured data. The coefficient of
determination (R?) for the estimated curves and the direct Brooks and Corey fit to data

does not include fits to data in the very dry or very wet range of measurements due to
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measurement uncertainty in these regions of the curves (Chapter 2). The model also
assumes a residual moisture content of zero, which does not agree with measured data
in the dry range for a majority of the STVZ samples, possibly due to lack of hydraulic
contact during drainage.
3.4.2 Model calibration to the STVZ Deposits

A set of 15 sandy alluvial STVZ site samples was selected for model calibration.
The model input parameters required for calibration are the Brooks and Corey fitting

parameters (hq,e and A1), porosity (¢) calculated from dry bulk density, dry bulk density

(4), slope of the particle-size distribution function (ng), and mean grain diameter (dg).

The empirical coefficients al and a2 for estimation of the particle index (i) were
determined from regression analysis of the plot of A/(ngq -1) versus the measured dry
bulk density (p4) (Figure 3.2). The Brooks and Corey fitting parameters A and h,e were
determined from linear regression analysis of the logarithmic plot of measured moisture
content and pressure data (fitting the log of (3-11) to the log of the measured data). The
van Genuchten fitting parameters nq and dq were determined by fitting (3-1) to the
measured particle-size distribution data for each sample (Appendix I includes detailed
procedures for the Brooks and Corey fit to moisture retention data and the van

Genuchten fit to the particle size data). The empirical coefficients bl, b2, and b3 for

estimation of the packing parameter () were determined from regression analysis of

the plot of y versus ﬁ (Figure 3.3). The parameter » was calculated from (3-4) using
hae and dy obtained from the Brooks and Corey equation fit to data. Model input

parameters used in calibration are listed in Table 3.2. Appendix L describes detailed
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Figure 3.2 — Regression analysis of curve fitting parameters (A / (ng-1)) versus bulk density for the STVZ site deposits. Data
for the samples used in the original model calibration are included in the plot for comparison.
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Table 3.2 — Model input parameters used in model calibration for application to
the STVZ site deposits.

sample cm A ng(PSD) mm Y g/lcc  Porosity

NW1  16.386  1.249 2.203 1.458  16.034 1.77 0.336
NwWz2 18473 1211 2.149 1.249  13.241 1.69 0.376
Nw4  21.165  2.080 4.334 0.452 6.421 1.65 0.378
NW7  31.560  1.042 3.492 0.248 5.253 1.51 0.413
NW9  34.408  1.343 2.499 0.427 9.861 1.66 0.363
NW10 31.768 1.034 3.207 0.284 5.584 1.50 0.372
NW12 43.626 1.364 3.909 0.197 5.768 1.47 0.399
NW16 52.427 1.675 5.998 0.133 4.680 1.45 0.399
NwW17 52202  2.138 5.805 0.149 5.220 1.53 0.399
NW19 66.950 1.123 4.079 0.133 5.976 1.47 0.400
NW20 46.745  2.254 5.543 0.175 5.490 1.50 0.387
NW21 46.581  1.858 5.123 0.183 5.721 1.55 0.424
NwW22 49292  1.630 4.783 0.157 5.194 1.51 0.383
NwW24  30.148  0.872 3.264 0.267 6.106 1.63 0.389
NW27  27.464  2.083 3.455 0.375 7.184 1.68 0.381

procedures used in model calibration and includes plots showing the Brooks and Corey fit
to the PDC data. Appendix H includes plots showing the van Genuchten fit to the PSD
data. Porosity was calculated from bulk density values assuming a particle density of
2.65 g/cc. Unlike the H&P model regression analysis which shows good correlation
between model parameters, the coefficient of determination (R?) for empirical estimation
of the particle index (1) and the packing parameter (y) was less than 0.80 suggesting a
weak relationship between model parameters. Measurement error, the small sample set

used for calibration (15 samples) and/or the limited number of data points measured along
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the moisture characteristic curve (resulting in uncertainty in 4) may have contributed to
these poor parameter correlations.
3.4.3 Air Entry Pressure Estimation Equations

Haverkamp and Parlange (1986) based the derivation of (3-14) on properties
associated with a wetting sequence, assuming a hysteretic relationship between the

MWC and the MDC, which may not be valid. For this reason, an alternative equation

was used to estimate air entry pressure (ha ) from the estimated packing parameter ()

and the average particle diameter (dgy) for each sample by

N

A *
G _7+0149
d

9

(3-19)

For comparison, moisture characteristic curves were estimated using both (3-14)
and (3-19) to predict air entry pressure, then the estimated pressures were compared to
pressures determined from direct methods (i.e., fitting the Brooks and Corey equation to
measured PDC data).

3.4.4 Haverkamp and Parlange (1986) Model Results

The best model results were obtained using the empirical model equations for
estimating A and yand equation (3-19) for estimating h,e. Predictions for samples used
in model calibration were much better than predictions for samples not used in
calibration. Predictions made using the H&P model equations show similar slopes to
curves obtained using the empirical equations, however, the estimate of air entry
pressure was lower in most cases. This suggests that equation (3-19) provides better

estimates of air entry pressure for the STVZ samples than (3-14).
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Figures 3.4 and 3.5 represent examples of the best model results for the STVZ
samples, while Figures 3.6 and 3.7 represent examples of the worst model results for the
STVZ samples. Refer to Appendix M for model results for all the STVZ samples
collected in the NW quadrant of the infiltration test site. The model results include the
original Brooks and Corey (1964) model fit to data (B&C fit to data), estimated curves
using the empirical model equations (calibrated fit) and estimated curves using the H&P
model equations (H&P estimate). The coefficient of determination (R?) does not
represent curve fits to data in the extreme dry or wet range of measured data due to
measurement uncertainty in these regions.

3.5 Haverkamp and Parlange (1986) Model Application to the Fabricated Samples
3.5.1 Purpose

To examine the optimum range of textures and bulk densities valid for model
application using the STVZ empirical model equations, 10 samples (with 1 replicate
each) were fabricated with varying grain sizes, sorting, and bulk densities. Sands
collected from the STVZ site were sieved and sorted into narrow ranges of grain
diameters, then were repacked to represent samples of well sorted, moderately sorted,
and poorly sorted samples for median grain diameters of 0.16 mm (fine grained sands)
and 0.50 mm (medium grained sands). Each set of samples was repacked to a high bulk
density (~1.80 gcm™) and a low bulk density (~1.40 gcm™), however, after the samples
were saturated and allowed to drain, the grains settled to a more uniform bulk density of
approximately 1.75 g cm™ (Table 3.3).

3.5.2 Model Application
The STVZ sample empirical model was initially used to estimate moisture

retention parameters for the fabricated samples to determine how well the model works
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Figure 3.4 — Example of the moisture retention curve estimates for sample number
NW4.
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Figure 3.5 — Example of the moisture retention curve estimates for sample number
NW10.
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Sample Number NW2
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Figure 3.6 — Example of the moisture retention curve estimates for sample number
NW?2. This sample was not used in model calibration to the STVZ samples due to
poor correlation between parameters.
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Sample Number NW21

Moisture Retention Curves
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Figure 3.7 — Example of the moisture retention curve estimates for sample number
NW?21. This sample was not used in model calibration to the STVZ samples due to
poor correlation between parameters.

105



Table 3.3 — Fabricated sample descriptions.

Sample Median Grain Final Bulk
Replicates Diameter Sorting  Density (g/cc)
Al 0.16mm poor 1.72
A2 0.16mm poor 1.76
Bl 0.5mm poor 1.84
B2 0.5mm poor 1.79
C1 0.16mm poor 1.67
C2 0.16mm poor 1.66
D1 0.5mm poor 1.74
D2 0.5mm poor 1.70
El 0.16mm moderate 1.67
E2 0.16mm moderate 1.58
F1 0.5mm moderate 1.80
F2 0.5mm moderate 1.80
G1 0.16mm moderate 1.67
G2 0.16mm moderate 1.54
H1 0.5mm moderate 1.74
H2 0.5mm moderate 1.74
11 0.16mm well 1.55
K1 0.16mm well 1.58
J1 0.5mm well 1.63
L1 0.5mm well 1.64

for samples with a large range of physical properties. The model was then calibrated to
the fabricated samples in an attempt to improve model estimates. The fabricated sample
empirical equations obtained from regression analysis are shown in Figures 3.8 and 3.9.
The data used in the STVZ empirical model calibration and the data used in the H&P

model calibration are plotted in Figures 3.8 and 3.9 for comparison. Note the narrower
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Figure 3.8 — Estimate of the model parameter A for the fabricated samples.
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range of A/(n-1) for both the STVZ and H&P model data than for the fabricated
samples.

In particular, the poorly sorted and moderately sorted fabricated samples packed
at high bulk densities (greater than 1.75 g/cc) have a much higher ratio of A/(n-1) than
the values observed for both the STVZ samples and the H&P samples. The regression
analysis curve for the estimated packing parameter () for the fabricated samples
(Figure 3.9) also shows much higher values for y for the poorly sorted and moderately
sorted samples packed to high bulk densities than for the STVZ samples or the H&P
samples. Because of the distinct differences in these values, the model was calibrated
separately for poorly sorted and moderate to well sorted samples.

Appendix N describes the calibration procedures and results for the fabricated
samples, including all attempts to improve parameter estimates by calibrating to
different sample types (e.g., well sorted, moderately sorted, etc.)

3.5.3 Results

Direct model calibration to the fabricated samples did not improve the estimates
for the majority of the fabricated samples compared to estimates obtained using the
STVZ sample empirical model. In fact the estimates were worse for most of the
samples, with exception for the well sorted samples. This may have been due to a wide
scatter in the parameter values observed in regression analysis (Figures 3.8 and 3.9).
For this reason, only the initial estimates for the fabricated samples (using the STVZ
empirical model) and the H&P estimates are included in the results (both this chapter

and Appendix N).
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Figures 3.10 and 3.11 show estimates for a poorly sorted sample with a high
bulk density. Figures 3.12 and 3.13 show estimated curves for a moderately sorted
sample with a bulk density similar to the STVZ samples (1.58 g/cc). Figures 3.14 and
3.15 show estimated curves for a sample that was well sorted with a bulk density also
similar to the STVZ samples.

The estimated curves shown in the figures include an estimate using the H&P
model equations for comparison. In most cases, the H&P model estimates do not
estimate the air entry pressure very well, however the slope of the curves are similar to
the calibrated estimates. The coefficient of determination (R?) does not represent a fit
to data in the very dry range (greater than 100 cm tension) due to possible lack of
hydraulic contact in this region (in addition, the model assumes a residual moisture
content of zero).

3.6 Haverkamp and Parlange (1986) Pedotransfer Model Application Conclusions

Both the H&P model and the STVZ empirical model applications to the STVZ
sands resulted in predictions very similar to the direct Brooks and Corey (1964) model
fit to data for a majority of the samples. Although application of the H&P model
resulted in under-estimated air entry pressures, the predictions were much better than
anticipated. The STVZ empirical model application to the fabricated samples indicated
that sample texture, sorting, and packing significantly impact model results. The results
support our hypothesis that pedotransfer models are appropriate for predicting hydraulic
properties for deposits of similar textural and physical properties, yet require separate

calibration for narrow ranges of particle size distributions and porosities.
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Sample Number B1

Moisture Retention Curves
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RSQ1=-1.987 RSQ1= R”2 for calibrated estimate
RSQ2= -3.295 RSQ2=R"2 for H&P estimate
RSQ3 = 0.855 RSQ3 = R"2 for B&C fit to data

Figure 3.10 — Estimated curves using model estimation equations calibrated to the
STVZ samples. Sample B1 has a wide range of particle sizes with a median grain
size of 0.50mm. The sample was packed to a high bulk density of 1.84 g/cc.
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Sample Number B1

Moisture Retention Curves
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RSQ3 = 0.855 RSQ3 = R"2 for B&C fit to data

Figure 3.11 — Estimated curves using model estimation equations re-calibrated to
the fabricated samples. Sample B1 has a wide range of particle sizes with a
median grain size of 0.50mm. The sample was packed to a high bulk density of
1.84 g/cc.
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Sample Number E2

Moisture Retention Curves
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Figure 3.12 — Estimated curves using model estimation equations calibrated to the
STVZ samples. Sample E2 has a moderate range of particle sizes with a median
grain size of 0.16mm. The sample was repacked to a bulk density of 1.58 g/cc.
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Sample Number E2

Moisture Retention Curves
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Figure 3.13 — Estimated curves using model estimation equations re-calibrated to
the fabricated samples. Sample E2 has a moderate range of particle sizes with a
median grain size of 0.16mm. The sample was repacked to a bulk density of

1.58 g/cc.
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Sample Number L1

Moisture Retention Curves
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RSQ2= 0.594 RSQ2=R"2 for H&P estimate
RSQ3=0.952 RSQ3 = R"2 for B&C fit to data

Figure 3.14 — Estimated curves using model estimation equations calibrated to the
STVZ samples. Sample L1 has a narrow range of particle sizes with a median
grain size of 0.50 mm. The sample was packed to a bulk density of 1.64 g/cc.
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Sample Number L1

Moisture Retention Curves

110 T T T T
X
110° | X -
100 —

Tension Head (cm)

10

1 | | | |
0 0.1 0.2 0.3 0.4
Volumetric Moisture Content (ml/ml)

XXX measured data
— calibrated estimate

H&P estimate
""" B&C fit

RSQ1=0.897 RSQ1= R”2 for calibrated estimate

RSQ2 = 0.689 RSQ2=R"2 for H&P estimate
RSQ3= 0.957 RSQ3 = R"2 for B&C fit to data

Figure 3.15 — Estimated curves using model estimation equations re-calibrated to
the fabricated samples. Sample L1 has a narrow range of particle sizes with a
median grain size of 0.50 mm. The sample was packed to a bulk density of 1.64
g/cc.
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3.7 Development and Application of the Parameter Estimation Model for
Predicting the van Genuchten Curve Fitting Parameters.

3.7.1 Model Development

We used the static material properties described in Section 3.3 along with
correlations between parameters described in Chapter 2 (Appendix O) to develop van
Genuchten parameter estimation equations. The van Genuchten fitting parameter n
representing the slope of the PDC was first estimated by plotting the ratio of the PDC n
to the slope of the PSD (ng) versus the sample dry bulk density (Figure 3.16).
Correlations between the slope of the MWC, MDC, and PDC were poor (Chapter 2),
therefore the slope of the curves was assumed to be constant and equal to the PDC n.

Satiation was assumed to equal values obtained from RETC fits to MDC data
(Chapter 2), and porosity was calculated from bulk density values. Satiation was
estimated from the correlation between satiation and saturation for the PDC
(Figure 3.17). The fitting parameter « was estimated for the PDC from the correlation
between 1/« (cm) and the PSD fitting parameter dq (Figure 2.35 in Chapter 2), then o
was estimated for the MDC and the MWC from correlations between these curves and
the PDC (Figures 2.31 and 2.32 in Chapter 2). Estimation model input parameters are
listed in Table 3.4.
3.7.2 van Genuchten Parameter Estimation Model Results

The estimated van Genuchten parameters were generally statistically the same as
the parameters derived from fitting the van Genuchten equation directly to the moisture
retention data. Estimates for samples not used in model calibration (due to anomalous

relationships between parameters) exhibit the greatest deviations from measured values.
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Estimation Equation for PDC "n"
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Figure 3.16 — Regression analysis used to determine estimation equation for the
van Genuchten curve fitting parameter n for the PDC.
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Correlation Between Satiation and Saturation
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Figure 3.17 — Relationship between saturation and satiation.
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Table 3.4 — Model input parameters used in van Genuchten parameter model
calibration.

MwWC MDC PDC MWC MDC PDC PSDn
n n n 1o 1o 1o 0 0s (ng) dg

Nw1l 9983 4278 5669 14.691 34412 22676 0336 0238 3332 0.711
NW2 8488 2973 3949 16.313 18587 26.247 0376 0315 3118 0.621
Nw4 2761 3567 5011 9552 24783 32.051 0378 0325 4334 0452
NW7 4513 4.029 4217 21.877 43535 49.751 0413 0375 3492 0.248
NW8 4755 4327 5734 29481 54795 69.930 0.38 0371 3.160 0.232
NW9 2924 3.090 3.766 22442 43215 53476 0.368 0320 2499 0.427
NwW10 3.322 3267 3597 21.053 36.036 49.751 0.372 0319 3.207 0.284
NW11 4.866 4442 7.690 35.689 64.309 62.893 0404 0372 3.732 0.180
Nwi12 3782 4687 6.161 24231 54675 64935 0399 0378 3.909 0.197
NW16 3955 4904 6549 33546 76.104 75.758 0.399 0.385 5998 0.133
NW17 4.834 5628 6947 29913 64.893 70423 0399 0386 5.805 0.149
NW19 2573 3312 3.872 39.063 85985 96.154 0400 0373 4.079 0.133
NW20 7.633 5175 4951 23.041 58.720 60.241 0.387 0373 5543 0.175
NW21 2757 5329 6.120 41806 53.079 60.606 0.424 0363 5123 0.183
NW22 16.093 4.896 5724 26.717 65920 66.225 0.383 0.366 4.783 0.157
NW23 5.832 3.287 5724 21566 55.096 66.225 0.400 0.341 3.450 0.227
NW24 7.805 3424 1677 19932 44287 24631 0389 0325 3.264 0.267
NW25 4.016 3350 4506 17.637 39.541 48.780 0.364 0.286 3.020 0.393
NW27 6.367 8390 5421 17.182 42.230 35804 0.381 0.303 3.455 0.375

Examples of the best model predictions are shown in Figure 3.18 while Figure 3.19 is
an example of the worst model predictions. The figures include estimates of the MWC,
MDC, and PDC along with measured data. Measured data includes overestimates in
moisture content at complete saturation along the PDC, and anomalous decreases in
moisture content along the MWC at pressures higher than water entry pressure. R? does

not represent a fit to data points in those regions for a majority of the samples.
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Sample NW 11
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RSQ1=0949  Rgo1 = RA2 for PDC
RSQ2=0.932 RSQ2 = R"2 for MWC

RSQ3 = R"2 for MDC
RSQ3=0.992

Figure 3.18 — Example of the model predictions for sample NW11. Residual
moisture content was assumed to equal moisture content at highest pressure
measured to be consistent with direct fit of the van Genuchten equation.
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Sample NW 2
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Figure 3.19 — Example of the model predictions for sample NW2. Residual
moisture content was assumed to equal moisture content at highest pressure
measured to be consistent with direct fit of the van Genuchten equation.
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3.7.3 Discussion

Both the van Genuchten parameter estimation model and the Haverkamp and
Parlange (1986) model applications resulted in statistically similar estimates of the
moisture retention curves for the STVZ samples compared to the direct fit of functional
forms to measured data. The ease of calibration and application of the van Genuchten
parameter model was more appealing than the H&P model, however. Another
advantage of the van Genuchten parameter estimation model is that it allows prediction
of the MWC and MDC from PDC measurements, which is appealing because the PDC
is often the only curve researchers examine due to the simplicity in sample preparation
and experimental conditions. The H&P model also allows prediction of various
wetting/draining sequences from measured values obtained during a single sequence of
measurements (typically draining), however, the H&P model hysteresis equations are
difficult to decipher and include time intensive iterative solutions. Although the van
Genuchten parameter estimation model does not include estimation of scanning curves
(while the H&P model does), the estimated parameters obtained from model application
can be used in hysteretic models (e.g., Scott et al., 1983; Mualem, 1976) to predict
scanning curves if desired. Additional parameters required by hysteretic models include
the residual moisture content and the saturated moisture content (i.e., the starting and
stopping points) associated with individual scanning curves (Scott, et al., 1983).
3.7.4 Conclusions

The van Genuchten parameter predictive model, developed as part of this study,
provides estimates very similar to the direct fit of the van Genuchten equation to
measured data using the RETC curve fitting model (Chapter 2) for the majority of the

samples. Similar to application of the H&P model, estimates for samples used in model
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calibration were much better than estimates for samples excluded from calibration.
Although estimates for fabricated samples were not examined for the van Genuchten
parameter model, the results would most likely be similar, based on model sensitivity to
properties used in model calibration. Even though the model also requires calibration to
deposits with narrow particle-size distributions, this model can be easily calibrated and
applied to a relatively small number of representative samples to predict properties for a
large data set. Reduction of measurement error and careful determination of fitting
parameters (i.e., careful weighting of data points and reduction of free parameters in
parametric model applications) would result in improved predictions.
3.8 Model Sensitivity Analysis

3.8.1 Model Development and Application

Based on the model application results discussed in the previous sections, it
appears that pedotransfer models provide the best results for geologic deposits
composed of very similar textures and that the impact of measurement error, sample
size, and the number of measured data points along the moisture characteristic curves
may seriously impact the model results (based on poor correlations observed between
parameters). To test this hypothesis, Monte Carlo simulations were used to examine the
optimum conditions for model application.

The Haverkamp and Parlange (1986) model with original model coefficient
values for al, a2, b1, b2, and b3 were used to represent reality (i.e., true data). Since
both estimation models are based on similar concepts, it is assumed that the optimum
conditions determined for one model will apply to pedotransfer models of similar
governing equations and basic parameter derivations. Measurements of moisture

characteristic and particle-size distribution data in the presence of error was simulated
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by introducing error to the true data. To identify the optimum number of data points for
the moisture characteristic curves, the Brooks and Corey equation was fit to the
measurements (in the presence or error) with an increasing number of data points. The
optimum number of samples required for model calibration was defined by randomly
selecting samples from a total population of artificially generated samples (1000 total)
of increasing sample set sizes. The statistics of the results were examined for each
model scenario and estimated curves were compared to the true moisture characteristic
curves. To examine the impact of particle diameters on the model results, the process
was repeated using a narrower range of mean particle diameters. Appendix Q includes
a detailed description of the procedures including FORTRAN codes and algorithms.
3.8.2 Model Sensitivity Analysis Results

Results of the analysis indicate that increasing the number of moisture retention
data points and/or the number of samples used in model calibration did not significantly
improve model results, however calibration to a narrower range of particle sizes
improved the results substantially (see Appendix R).

Although the analysis showed that introduction of measurement error strongly
influences pedotransfer model predictions, measurement error most likely impacts
parametric model estimates (i.e., direct curve fits to data) to the same degree. Because
the impact of measurement error on parametric model results was not examined in this
study, comparison between the two methods cannot be made at present. Nevertheless,
the impact of measurement error on both parametric and pedotransfer model results
could be quite substantial when coupled with spatial variability model predictions and

should be examined further.
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3.9 Chapter Summary and Conclusions

Haverkamp and Parlange (1986) calibrated their pedotransfer model to 10 sandy
soils ranging in particle diameters from 0.20 to 0.50 mm (fine to medium grained
sands). The regression analysis for the 10 sandy soils resulted in a coefficient of
determination (R?) for estimates of both A and v of greater than 0.90. In contrast, R? for
the regression analysis of the STVZ field site data was less than 0.80 for these
parameters. The higher degree of uncertainty may have been due to increased
measurement error for the infiltration site samples compared to the samples used in the
Haverkamp and Parlange (1986) model or possibly due to the larger range of particle
sizes for the STVZ samples, which ranged from 0.053 to 2.0 mm in diameter (very fine
to coarse grained sands). Regardless of these differences in model calibration, both the
empirical model and the H&P model equations predicted curves similar to curves
obtained from the direct fit of the Brooks and Corey equation to measured data for the
majority of samples used in model calibrations. In contrast, model results were much
poorer for samples with significantly different physical properties from the samples
used in the model calibrations.

Because the van Genuchten parametric model is often used to estimate moisture
retention curves of vadose zone materials, a predictive model similar to the H&P model
for estimating moisture retention curves was developed and examined. The research
indicates that the model was much easier to calibrate and implement than the H&P
model. Although equations for estimating scanning curves were not included in the
model, the model does include methods for estimating the MWC and the MDC from

PDC data. The ease of model calibration and application makes the van Genuchten
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parameter estimation model much more appealing for estimating properties of large
data sets.

The model sensitivity analysis indicated that the number of samples and data
points measured in the STVZ sample moisture retention measurements was adequate
for model calibration, however the analysis showed improved results for samples of
narrower particle-size distributions. For heterogeneous vadose zone environments,
spatial variability in sediment physical properties can be quite significant. For this
reason, pedotransfer models would require separate calibrations for a large number of
textural classes of sediments. Although the process would still be somewhat
cumbersome, predictive models are more feasible for obtaining parameters for large
data sets than standard laboratory techniques.

The model sensitivity analysis also indicates that model predictions appear to be
quite sensitive to measurement error (see Appendix R). The erroneous predictions
would be expected to significantly propagate through non-linear geostatistical models
used in predicting spatial variability of properties within the vadose zone. For this
reason, further examination of measurement error and the impact on unsaturated flow
and transport predictions, which rely heavily on spatial variability of vadose zone

hydraulic properties, is highly recommended.

127



CHAPTER 4.0 - CONCLUSIONS

4.1 Research Summary

This research is part of a collaborative project designed to investigate field,
laboratory, and predictive methods for describing the spatial variability of vadose zone
materials. The Sandia-Tech Vadose Zone (STVZ) research facility in Socorro, NM is
used to examine hydraulic properties of deep vadose zone materials during various
infiltration events as part of this investigation. The study incorporates field and
laboratory measurements of geophysical and hydrologic data as input parameters for a
numerical inverse model which simulates the response during an unsaturated infiltration
event (Alumbaugh et al., 1996).

The focus of the research described in this document is to characterize the
hydraulic properties of the vadose zone deposits located at the infiltration field site
using laboratory and indirect estimation techniques. Laboratory methods for
determining moisture retention curves are often limited to analysis of a small number of
samples due to the time intensive process associated with the analysis. Estimation
methods for determining hydraulic properties are appealing because they allow analysis
of large sample sets required in geostatistical based modeling.

Samples collected from the STVZ site were analyzed at the Sandia National
Laboratory (Albuguerque, NM) flow and visualization lab for hydraulic properties by

measuring wetting and draining moisture retention curves, porosity, saturated hydraulic
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conductivity, electrical resistivity, and particle size distributions. Functional forms
describing the shape of the moisture retention curves, electrical resistivity curves, and
particle-size distribution curves were then fit to the measured data. The results were
compared to properties reported in the literature for similar sandy soils and alluvial
deposits. Correlations between parameters were examined to minimize the number of
measurements required in hydraulic property characterization of vadose zone materials.
Pedotransfer models were used to predict hydraulic properties based on the parameter
correlations. Model predictions were compared to results obtained using direct methods
and finally a sensitivity analysis was conducted to determine model requirements for
achieving optimum results and to examine the impact of measurement error on the
predictions.
4.2 Laboratory Methods

4.2.1 Establishment of Laboratory Methods

Methods for characterizing hydraulic properties of alluvial vadose zone deposits
were based on standard methods developed for soil characterization and preliminary
studies designed to address methodologies specific to poorly consolidated alluvial
sands.  Modifications to standard soil characterization methods were based on
preliminary test results. Deviations from standard methods include analysis of repacked
samples instead of intact undisturbed samples, moisture retention measurements in the
hanging columns from 0 to 100 cm due to loss of hydraulic contact at negative
pressures greater than 100 cm, use of a wetting solution made from tap water as
opposed to a calcium sulfate solution, and dry sieving sand particles using a stack of

sieves for particle size analysis better suited for sand sized particle distribution analysis.
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4.2.2 How Well Do the Methods Work?
° Sampling techniques

Although similar hydraulic properties were observed between undisturbed and
repacked alluvial sand samples, it is unlikely that natural structure was captured and/or
preserved during sample collection.  Collecting undisturbed samples of poorly
consolidated deposits, often found in vadose zone environments, is nearly impossible
and certainly improbable. In addition, most standard laboratory methods are limited to
analysis of inadequate sample sizes for capturing natural structures such as aggregates,
concretions, and lenses of low permeability sediments, which strongly influence
unsaturated flow behavior. For these reasons, laboratory analysis of representative
samples should be recognized as an estimate of hydraulic properties based on
differences in textures only and that further examination of the impact of geologic
structure should be considered when making critical remediation and/or long term waste
management decisions.

. Curve Fitting Procedures

The van Genuchten equation was fit to moisture retention data requiring four
unknown parameters in the RETC curve fitting program. The RETC program is limited
to non-unique results which contribute to model uncertainty. Model uncertainty
increases with the number of unknown parameters and fewer number of measured data
points. Weighting individual data points improves the fit to data, however measurement
uncertainty and error is included in the data, making the weighted fits somewhat
subjective. For this reason, careful interpretation should be used in curve fitting results,

examining highly weighted data points and possible anomalous data used in the fits.
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° Time Consuming Methods

It took approximately 6 months to complete the laboratory sample analysis for
25 repacked samples, after the samples had been collected and transported to the
laboratory for analysis. Based on this time frame, this research confirms the perception
that laboratory analysis of a large sample set is unrealistic.

. Influence of Measurement Error

Non-linear functional forms (e.g., van Genuchten and Brooks and Corey
models) are highly sensitive to measurement and model uncertainty resulting in
uncertain curve fitting parameters. Parametric models incorporate the curve fitting
parameters in most flow and transport predictions which could lead to a high degree of
uncertainty in the predictions.

4.3 Measured Results
4.3.1 Summary of Hydraulic Properties

The majority of the STVZ deposits consist of poorly consolidated, well sorted
fine-medium grained sands with sample porosities ranging from 33 to 43%, saturated
hydraulic conductivities approximately equal to 10 cm/s, residual moisture contents
less than 10%, air entry pressures ranging from 20 to 60 cm, and moderately well sorted
pore size distributions. Hysteresis was observed in the wetting and draining moisture
retention curves for all of the samples analyzed. Curve fitting parameters for the van
Genuchten model fit to data appear to vary from parameters often reported for sandy
soils of similar texture, while the hydraulic conductivity and porosity are similar to
values reported for sandy soils and alluvial sands.

This research shows that shape of the electrical resistivity curves as a function of

moisture content vary with sample texture, exhibiting steeper slopes for finer grained
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deposits and shallower slopes for coarser grained deposits. Hysteresis was not observed
in resistivity measurements, however, suggesting that the relationship between moisture
content and resistivity is unique, as opposed to the relationship between matric potential
and moisture content which is dependent on the wetting/draining history. The majority
of the sandy deposits had a very high resistivity value at moisture contents less than 10
volume percent, with exceptions for deposits containing higher percentages of clay
minerals.
4.3.2 Parameter Correlations

Moderate to weak correlations were identified between moisture-retention
parameters, electrical resistivity parameters, and particle-size distribution parameters,
even though these parameters are in theory strongly inter-related. The weak parameter
correlations may be due in part to measurement error and uncertainty. Saturated
hydraulic conductivity did not appear to be correlated to any one parameter, which
suggests that it is a function of multiple sample conditions, such as sorting, porosity,
texture, and structure. The slopes of the moisture retention curves are all poorly
correlated to the slopes of the particle-size distributions. This suggests that pore volume
distributions are not solely related to particle-size distributions, but also depend on the
packing arrangement and geometry of the grains.
4.3.3 Soils Versus Alluvial Sands

Although the majority of the measured hydraulic properties resemble properties
reported for soils of similar texture, the measured van Genuchten curve fitting
parameters n and « are statistically different from values reported for intact soils of
similar textures characterized by percentages of sand, silt, and clay sized particles. This
suggests that tabulated soil moisture characteristic properties often used to predict
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unsaturated flow and contaminant transport could result in erroneous predictions within
deep vadose zone environments.
4.3.4 Impact of Hysteresis on Flow and Transport Model Predictions

This research clearly shows hysteretic moisture retention behavior for sandy
alluvial deposits. In order to adequately model unsaturated flow and transport within
the vadose zone, unsaturated flow models require integration of unique parameters for
various flow conditions. Reported values for soils and geologic deposits are typically
measured during a drying sequence starting from complete saturation (porosity. For
this reason, the use of tabulated values should be used with caution in numerical models
which incorporate curve fitting parameters to predict flow and transport in the vadose
zZone.

4.4 Pedotransfer Model Predictions

Although the STVZ empirical model predictions for the Haverkamp and
Parlange (1986) model were similar to measured data, regression analysis of parameters
for model estimation equations during calibration to the STVZ samples resulted in poor
correlations between parameters compared to the original model development. The
regression analysis for the original model resulted in a coefficient of determination (R?)
for both model parameters (A and y) of greater than 0.90. In contrast, R? for the
regression analysis of the STVZ field site samples was less than 0.80 for both
parameters. This may be due to the fact that the original model was calibrated to 10
sandy soils of narrow particle diameters from 0.20 to 0.50 mm (fine to medium grained
sands) while the STVZ samples ranged in particle diameters from 0.053 to 2.0 mm in
diameter (very fine to coarse grained sands), or possibly due to increased measurement
error for the STVZ samples. Regardless of these differences in model calibration, both

133



the empirical model and the original model equations appear to predict curves similar to
the original functional form fits to measured data for the majority of samples used in
model calibration. In contrast, model results were much poorer for samples exhibiting
dissimilar physical properties from the calibration samples.

The van Genuchten parametric model is often used in numerical models to
estimate flow and transport in unsaturated porous media and is therefore more appealing
to many researchers for characterizing hydraulic properties of vadose zone materials.
For this reason, a van Genuchten parameter predictive model similar to the Haverkamp
and Parlange model was developed and evaluated for estimating moisture retention
curves. This research indicates that the model is much easier to calibrate and
implement than the Haverkamp and Parlange pedotransfer model. Although the model
does not include equations for estimating scanning curves, the model does include
methods for estimating the MWC and the MDC from PDC data alone. The ease of
model calibration and application makes the van Genuchten parameter estimation model
much more appealing for estimating properties of large data sets.

Model sensitivity analysis indicates that a moderate sample size (20-40 samples)
and the number of data points measured in the STVZ sample moisture retention
measurements (10-12) would provide adequate results, however the model requires
separate calibration for deposits of significantly varying textural differences. For
heterogeneous vadose zone environments, spatial variability in sediment physical
properties is quite significant. For this reason, pedotransfer models require separate
calibrations for a large number of textural classes. Although the process is still be quite
cumbersome, efficiency in obtaining a large data set required for spatial variability

studies would be improved compared to standard laboratory methods.
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This research indicates that model predictions appear to be quite sensitive to
measurement error. The model uncertainties would be expected to propagate quite
drastically through non-linear geostatistical models used in predicting spatial variability
of properties within the vadose zone. For this reason, further examination of
measurement error and the impact on unsaturated flow and transport predictions is
recommended.

4.5 Recommendations for Future Work
4.5.1 Meso-Scale Experiments

Although environmental conditions can be better controlled in a laboratory
setting and laboratory measurements typically have a higher degree of measurement
precision compared to in situ analysis, laboratory measured properties using standard
techniques do not represent field scale hydraulic properties. Innovative methods are
needed for collecting and analyzing undisturbed meso-scale samples in which the
integrity of in situ conditions is preserved. Meso-scale samples large enough to capture
large scale heterogeneity’s could feasibly be analyzed in the laboratory controlled
environment with minimal measurement uncertainty. Measurement methods could
incorporate standard field monitoring equipment such as geophysical EM equipment for
monitoring moisture content, tensiometers for measuring matric potential, and suction
lysimeters for analyzing geochemical reactions and/or tracking flow paths by the use of
tracers. Methods are needed, however, to reduce the amount of time typically required
for a meso-scale sample to reach steady-state conditions. Geo-centrifuges have been
proposed for dealing with these larger scale samples. The impact of high pressures on
monitoring equipment would have to be fully explored before this technique is fully

developed. The possibility of large pressure gradients along a large column is also of
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concern. Centrifugation on a smaller assumes the pressure throughout the column is
equal to the average pressure in the samples. For small columns (less than 5 cm) this
assumption is acceptable, however, it may not be valid for meso-scale samples or
samples with a high degree of heterogeneity.

4.5.2 Time Efficient Measurement Techniques

Time efficient methods for measuring moisture retention properties of soils and
alluvial deposits are required for characterizing meso-scale and/or a large number
samples for site characterization.  Innovative methods include desorption by
centrifugation and predictive methods based on surrogate data which is much less time
consuming to measure directly. At present, these methods require further examination
to develop standard techniques, application conditions, and impact of measurement and
model uncertainty on moisture retention parameters.

Direct measurements of air entry pressure, porosity, and residual moisture
content prior to data collection would allow researchers to focus on the active region of
moisture retention curves resulting in better estimates of curve fitting parameters using
a limited number of data points. Innovative methods for measuring these properties
could be easily developed in a laboratory setting and could be obtained in a reasonably
short time frame.

4.5.3 Unique Vadose Zone Properties

Many vadose zone studies are concerned with relatively large areas of land in
which direct hydraulic property measurements are extremely cumbersome and costly
(van Genuchten et al., 1999). As an alternative, researchers have recently begun to
utilize tabulated hydraulic property databases, such as the Unsaturated Soil Database

(UNSODA) available through the U.S. EPA and U.S. Dept. of Agriculture, to obtain
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properties necessary for flow and transport predictions within deep vadose zones.
These data bases are categorized by soil textures (Leij et al., 1996), similar to textures
for deep vadose zone deposits. However, this research suggests that moisture retention
properties of sedimentary alluvial deposits, commonly found in deep vadose zones,
differ statistically from parameters reported for soils of similar texture. These
differences could result in erroneous flow and transport predictions within deep vadose
zone environments.

Due to the time intensive nature of this research, further investigation involving
a larger sample set of both soils and deep vadose zone deposits is required to support
these findings. The investigations should examine the impact of natural structures on
moisture retention properties in addition to hydraulic conductivity measurements
(saturated and unsaturated) and measurements of electrical conductivity at moisture
equilibrium. Since an investigation of large sample sets is unrealistic using standard
laboratory techniques, the examination should be conducted using innovative time
efficient methods for attaining curve fitting parameters. The initial part of the study
should include an in-depth examination of procedures using desorption centrifugation
and predictive modeling. Methods for direct and time efficient measurements of air
entry pressure, porosity, and residual moisture content should be included in the study.
Impact of measurement error and model uncertainty should be examined to determine

conditions for application.
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Appendix A

STVZ Subsurface Stratigraphy
and In Situ Moisture Profile
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DESCRIPTION OF GEOLOGIC UNITS

The upper 2 m consist of a laterally continuous fine grained sandy pebble gravel
(Unit 1) which abruptly coarsens to a medium-coarse grained sandy pebble gravel with
numerous small cobbles (Unit 2). A layer of fine-medium grained sand underlies Unit 2
ranging in depth below ground surface from approximately 2 to 4.5 m (Unit 3). An
apparently isolated lens of inter-bedded sand and clay (Unit 4) is present within Unit 3
in the northeast (NE) core. Another inter-bedded sand and clay deposit in the southwest
(SW) core can be correlated with a similar deposit in the northwest (NW) core (Unit 5).
Unit 5 is present again in the southwest core below an intervening layer of sand
characterized as Unit 3, and in the southeast (SE) core where it intervenes between two
sandy gravel clay layers, reaching a maximum depth of almost 6 m. The upper clay
layer in the SE core may be an isolated lens (Unit 6) while the lower clay layer (Unit 7)
appears to be continuous across the site. Unit 7 contains numerous small cobbles,
coarse gravels, and sandy deposits reaching a maximum depth of almost 7 m.
Underlying Unit 7 is a thick layer of fine-medium grained sand with occasional
intervening sandy gravel lenses, and a gravel cobble layer at the base of the SW and

NW boreholes (Unit 8).
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NE Continuous Core

Depth  Stratigraphy

(meters)

Description

0d SARDY FINE PEBBLE GRANEL: interbedded sand, and fine pebble gravel; beds up to 10 cm thick
-1.0
SANDY COBBLY PEBBLE GRANEL: interbedded sand and sandy medium to coarse pebble gravel
-2.0 FIME SAMD: no apparent sedimentary structure in core; iron oxide stain
CLAYEY SILTY FINE SAND: no spparent sedimentary structure in core
-3.0
FINE TO MEDIUM SAND: no apparent sedimentary structure in core; coarzens dovwneard with pebbles near
loweer contact
-4.0
-610 - -
GRANELY SANDY CLAY VWITH OCCASIONAL COBBLE: no apparent sedimentary structure in core
-6.0 > : -
FIME TO MEDIUM SAMD: no apparent sedimentary structure in core through most of the sample; interbedded
fine and medium sand at bottam highlighted by iron oxide stain
-7.0
-8.0
MO RECOWERY
-§0
FIMNE SAMD: coarsens downward to medium sand
-10.0
-11.0
-120 -

Figure A.1 — Stratigraphic Column of NE Core. Depth is in meters below ground

surface.
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NE QUADRANT IN SITU MOISTURE PROFILE
0

* . data from core
neutron data

A~ w N
HHIHHI\H\IHHIHH'HH'HH'HHIHHIHHIHHIHH'

(6)]

Depth Below Surface (m)
N~ o

11

| I | \. | I | | I | | I | | I
005 0.1 0.15 0.2 0.25
Volumetric Moisture Content (ml/ml)

o

Figure A.2 — In situ moisture profile NE Quadrant. Diamonds represent estimated
volumetric moisture content from gravimetric data collected from drilling. Solid
line represents moisture profile estimated from neutron data. The neutron probe
was not calibrated to the clay deposits, therefore the profile from 4-6 m bgs is
questionable.
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NW Continuous Core

Depth
(meters)
oo

-2.0

-3.0

-5.0

-B.0

-7.0

-B.0

-5.0

- ;c@%oa

e
Q(:%F

L

Stratigraphy Description
L #ﬁr&%’@%ﬁ?;'a SAMNDY FINE PEBBLE GRAVEL: interbedded 2and and pebhle gravel

_EOKQOA yﬂOA

COARSE SAMD: no apparent zedimentary structure in core

SANDY COBBLY PEBBLE GRAWEL: interbedded sand and gravel

SILTY FIME S&AMD: no apparent sedimentary structure incore; iron axide stain

CLAYEY SILTY FINE SAMD: no apparent sedimentary structure in core

FIME SAND: clay rip-up clasts present near battom

GRANELY SANDY CLAY WATH OCCASIONAL COBBLE: clay matrix supported sand and pebble aravel with
occasional cobbles, interbedded sandy clay and sand with small rip-up clasts in some sand beds

MWD RECOWERY

SAMND AND LARGE CLAY RIP-UP CLASTS: fine sand bed with large clay ripup clastz upto 5 cmin diameter

GRAVELY SANDY CLAY WATH CCCASIONAL COBBLE: clay matrix supported sand and pebble gravel with
occasional cobbles

M RECOWERY

GRAVELY SANDY CLAY WATH OCCASIONAL COBBLE: clay matrix supported zand and pebble gravel with
occasional cobbles, interbeds of sand with clay rip-up clasts

YERY FIMNE SAMD: no apparent sedimentary structure in core

FIME SARND: no apparent sedimentary structure in core; iron oxide stain

FIME SAMD: no apparent sedimentary structure in core

FIME SAND: thinly bedded; bedding highlighted by iron oxide stain

MO RECOWVERY: no apparent sedimentary structure in core

_QDOE‘G”C

(Pt a0
RO RC R

SAMDY COBBLY PEBBLE GRAWEL: no apparent sedimentary structure in core

COARSE SAMDWVATH OCCASIONAL PEBBLES: no apparent sedimentary structure in caore

Figure A.3 — Stratigraphic column of NW Core. Depth is in meters below ground

surface.
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NW QUADRANT IN SITU MOISTURE PROFILE

e

. * data from core
neutron Data

Depth Below Surface (m)
o (o] (o] ~ (o)) (@) BN w N

—
—

| I | | '\ | I | | I | | I | | I
0.05 0.1 0.15 0.2 0.25
Volumetric Moisture Content (mi/ml)

—
N
o

Figure A.4 — In situ moisture profile NE Quadrant. Diamonds represent estimated
volumetric moisture content from gravimetric data collected from drilling. Solid
line represents moisture profile estimated from neutron data. The neutron probe
was not calibrated to the clay deposits, therefore the moisture profile between 4-6
m bgs is questionable.
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SE Continuous Core

Depth  Stratigraphy Description
(meters)
oo i P@%@?ﬁ@ SA&NDY FIME PEBBELE GRAWEL: interbedded sand and fine pebble gravel
Ao
4 MG RECOVERY
1.0 H
200
FIME TO MEDIM SARD: interbedded fine and medium sand, bedding highlighted by iron oxide stain
-30
-4.0 MG RECOVERY
CLAY, SAND, AMD PEBBLE GRAVEL: interbedded clay, sand, and sandy small pehbble gravel
A0 CLAY, SAND, AMD OCCASIONAL PEBBLE: interbedded sandy clay, very fine, and coarse sand with
’ ocasional pebbles
6.0 MO RECOWERY
GRAVELY SANDY CLAY VWITH OCCASICKNAL COBBLE: clay matrix supported sand, granule, pebble, and
accasional cobhle
=70
FIMNE SAMD YITH OCCASIONAL PEBBLE: no apparent sedimentary structure in core; iron axide stain
MG RECOVERY
-0 WMEDILUK SAND: no apparent sedimentary structure in care
SLTY YERY FINE SAMD: thinly bedded
an MG RECOVERY
MEDILUM SAND: no apparent sedimentary structure in core
-10.0 __ = FIME SAMD: no apparent sedimertary structure incore
JEECEEC . \NO RECOVERY
-11.0 SANDY COBBLY PEBBLE GRAVEL: no apparent sedimentary structure in care
MG RECOVERY
12.0 = SILTY FINE SAMD: thinly laminated; bedding highlighted by iron oxide stain

Figure A.5 — Stratigraphic column of SE Core. Depth is in meters below ground
surface.
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SE QUADRANT IN SITU MOISTURE PROFILE

0
1 . . data from core
neutron data
2
.
3
4 .

Depth Below Surface (m)
(o)}

11

| I \. | | I | | I | | I | | I
0.05 0.1 0.15 0.2 0.25
Volumetric Moisture Content (mil/ml)

o

Figure A.6 — In situ moisture profile SE Quadrant. Diamonds represent estimated
volumetric moisture content from gravimetric data collected from drilling. Solid
line represents moisture profile estimated from neutron data. The neutron probe
was not calibrated to the clay deposits, therefore the moisture profile between 4-6
m bgs is questionable.
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SW Continuous Core

Depth  Stratigraphy Description
(meters)
00 ;}b ;&t‘ SANMDY FINE PEBBLE GRAWEL: interbedded sand and fine gravel
<>,o"’
' f’i:d‘ff"‘%o
MO RECOVERY
10—
MEDIUM SAMD: no spparent sedimentary structure in care
FINE SAMND: thinly bedded; bedding highlighted by iron oxide stain
-20
-30
FIME T MED SAND WITH OCCASIONAL PEBBLE: interbedded fine and medium sand
CLAY, SAND, AND PEBBLE GRANEL: interbedded sandy clay, sand, and sandy gravel
40 WERY FINE SAND WATH OCCASIONAL PEBBLE: no spparent sedimentary structure in core
FIME SAND: no apparent sedimentary structure in core
51 CLAY, SAND, LARGE RIP-UP CLASTS: interbedded clay, sand and sandy layers with large rip-up clasts;
. bedding withn sand layers highlighted by iron oxide stain
CLAY, SAND, AND PEBBLE GRANVEL: interbedded sandy clay, sand | and gravel
-B.0 MEDILM SAMD: no apparent sedimentary structure in core I
MO RECOVERY I
20 SILTY FINE SAMD: interbedded fine sitty sand and very fine sand
MO RECOVERY
SILTY FINE SAND: no apparent sedimentary structure in core; iron oxide stain
-8.0
MO RECOVERY
a0 FINE SAND WITH OCCASIONAL PEBBLE: no apparent sedimentary structure in core
SANMDY FINE PEBBLE GRAVEL: no apparent sedimentary structure in care
MO RECOVERY
-10.0
WMEDIUM SAMD: no apparent sedimentary structure incore; minor iron oxide stain throughout
S0 el
- 2 = SANMDY FINE PEBBLE GRAVEL: no apparent sedimentary structure in care
-120 -~

Figure A.7 — Stratigraphic column of SW Core. Depth is in meters below ground

surface.
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SW QUADRANT IN SITU MOISTURE PROFILE
0

N

* * data from core
neutron data

Depth Below Surface (m)
o © oo ~ (o)} (@) BN w N

[ S N
N

| I ? | | I | | I | | I | | I
0.05 0.1 0.15 0.2 0.25
Volumetric Moisture Content (ml/ml)

-
N
o

Figure A.8 — In situ moisture profile SW Quadrant. Diamonds represent
estimated volumetric moisture content from gravimetric data collected from
drilling. Solid line represents moisture profile estimated from neutron data. The
neutron probe was not calibrated to the clay deposits, therefore the moisture
profile between 4-6 m bgs is questionable.
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Appendix B

Preliminary Studies
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B.1 Highly Disturbed Intact Core Moisture Retention Measurements

Soil hydraulic properties are strongly influenced by natural structure, particularly
in the wet range of matric potentials (Klute, 1986). Exposed geologic units adjacent to
the infiltration test site reveal geologic structures such as laminations and cross-bedding
(see Chapter 2). Geologic structure was also observed in the intact core collected from
the field site (see Chapter 2). Because of these observations, we initially intended to
collect undisturbed samples for laboratory analysis by gently pushing 100 cc rings into
intact core, however our attempt to collect “undisturbed” samples was unsuccessful,
primarily due to poor consolidation of the deposits and dry conditions of the core.
Measured moisture retention parameters exhibited a higher degree of variability among
samples collected from visibly similar geologic units at adjacent locations compared to
parameters measured between repacked samples of similar textures. We believe the high
degree of variation in the parameters was primarily due to sub-sampling disturbance
along the edge of the sample ring rather than due to spatial variability or measurement
uncertainty (based on examination of parameter variability between samples — see
Appendix K). Therefore, laboratory derived hydraulic properties were measured from
repacked soil samples rather than “undisturbed” sub-cores.

B.1.1 Methods and Results
Four five ft sections of core collected from the NE quadrant were split open and

100 cc polycarbonate rings were gently pushed into moderately moist (in sifu moisture
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content ranging from 2 to 10% by volume) sections of core. Three samples each were
collected from four geologic units (units 1 through 4 — see Appendix A) at approximately
the same location (depth below surface). The rings were pushed into the core to preserve
the in situ vertical orientation. Despite careful laboratory techniques, cracks and void
spaces formed within the samples while pushing the rings into the core. These structures
were not evident within the sections of core prior to insertion of the rings. We
hypothesize that friction along the edges of the rings caused this disturbance while
pushing the rings into the core.

The samples were saturated under a vacuum (flushing with CO, — see Appendix
D) and placed in the hanging column apparatus. The samples were drained incrementally
in the hanging columns from 0 to 150 cm tension. Although three samples were collected
from each geologic unit, one sample fell apart during drainage, therefore the following
results do not contain data for all samples originally collected. The observed data, along
with fitted curves obtained from the RETC fitting FORTRAN program, (M.Th. van
Genuchten, et al, 1991) are displayed in Figures B.1-B.5. Tables B.1-B.4 list the
moisture retention data for all the samples analyzed.

Table B.1 — Primary drainage data for medium to coarse grained sands (Unit 1).

sample ID: 1b lc
0 ¥ (cm) 0 ¥ (cm)

0.3751 2 0.4147 2
0.3400 12 0.4096 12
0.2757 22 0.3526 22
0.1612 32 0.2010 32
0.0684 42 0.0822 42
0.0404 52 0.0506 52
0.0325 62 0.0405 62
0.0237 102 0.0302 102
0.0170 152 0.0236 152
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Table B.2 — Primary drainage data for gravels (Unit 2).

sample ID: 2a 2b 2c
0 ¥ (cm) 0 ¥ (cm) 0 ¥ (cm)

0.3395 2 0.2955 2 0.4396 2
0.2663 12 0.2584 12 0.3777 12
0.2522 22 0.2503 22 0.2407 22
0.1082 32 0.1605 32 0.1268 32
0.0634 42 0.1007 42 0.0868 42
0.0445 52 0.0788 52 0.0707 52
0.0445 62 0.0668 62 0.0626 62
0.0357 102 0.0547 102 0.0411 102
0.0263 152 0.0449 152 0.0302 152

Table B.3 — Primary drainage data for fine grained sands (Unit 3).

sample ID:  3a 3b 3c
0 ¥ (cm) 0 ¥ (cm) 0 ¥ (cm)
0.5164 2 0.5766 2 0.5824 2
0.4625 12 0.5161 12 0.5166 12
0.4493 22 0.5051 22 0.5060 22
0.4452 32 0.4823 32 0.4958 32
0.4310 42 0.4735 42 0.4881 42
0.4256 52 0.4659 52 0.4841 52
0.4091 62 0.4415 62 0.4706 62
0.3284 102 0.2990 102 0.3109 102
0.1564 152 0.1597 152
Table B.4 — Primary drainage data for sandy clay (Unit 4).
sample ID:  4a 4b 4c
0 ¥ (cm) 0 ¥ (cm) 0 ¥ (cm)
0.3264 2 0.3778 2 0.3108 2
0.3109 12 0.3583 12 0.3011 12
0.3051 22 0.3506 22 0.2969 22
0.2932 32 0.3435 32 0.2911 32
0.2786 42 0.3378 42 0.2846 42
0.2606 52 0.3354 52 0.2813 52
0.2536 62 0.2617 102 0.2035 102
0.2251 102 0.0776 152 0.0400 152
0.1819 152
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Primary Drainage Curves
Medium-Coarse Grained Sands
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Figure B.1 — Primary drainage curves for medium - coarse grained sands.
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Primary Drainage Curves

Gravels
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van Genuchten parameters:
2a 2b 2c
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Figure B.2 — Primary drainage curves for gravels.
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Primary Drainage Curves
Fine Grained Iron Oxide Sands

10000
van Genuchten parameters:
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Figure B.3 — Primary drainage curves for fine grained, iron stained sands.
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Primary Drainage Curves

Sandy Clay
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Figure B.4 — Primary drainage curves for sandy clays.



B.1.2 Conclusions

The curves reflect significant variations between properties, in particular porosity,
which was impacted the most due to formation of void spaces during sub-coring. Due to
the high degree of disturbance observed during our attempt to collect intact samples, we
conclude that although repacked samples may not represent in situ conditions, the data
collected from the repacked samples will better estimate hydraulic properties for alluvial
deposits of similar textures than data collected from highly disturbed samples which
contain large void spaces, cracks, and disturbance along the edges of the rings.

B.2 Impact of Natural Structure on Moisture Retention Properties

Since undisturbed samples of poorly consolidated deposits are difficult to obtain,
we conducted a study to examine the impact of natural structure on moisture-retention
characteristics of the STVZ deposits. In this study we examine the moisture retention
curves obtained from undisturbed and repacked samples of sandy deposits collected from
the STVZ site. Six undisturbed samples were collected from an exposed trench adjacent
to the infiltration test pad (see Brainard, 2000). Geologic structures were not observed in
the exposed trench or the intact transparent sample rings, possibly due to disturbance
during excavation. Three of the samples were collected from a medium-coarse grained
sand layer, and three were collected from a fine-medium grained sand layer. Both layers
are located approximately 5-6 meters below the top of the infiltration pad. The sample
textures are representative of the majority of the deposits located at the site.

Three of the samples were collected from a medium-coarse grained sand unit,
denoted Unit 3 (one sample from this unit was disturbed during analysis) and three were
collected from a fine-medium grained sand unit, denoted Unit 4. Both units are located

approximately 5-6 meters below the top of the infiltration pad. The sample textures are
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largely representative of the primary deposits located at the site. After the primary
drainage curve for the undisturbed samples was measured, the samples were oven dried,
homogenized (separately) and repacked to the in sifu bulk density and the drainage
sequence was repeated.

The results do not indicate a significant difference between the undisturbed and
repacked sample moisture retention fitting parameters (see Figures B.5 and B.6).
Statistical analysis was not performed due to the small sample set, therefore definitive
conclusions cannot be drawn from these results, however we conclude that for the
purpose of our research, repacked sandy deposits collected from the STVZ site exhibit
similar moisture retention properties as intact samples.

The difference in shape, air entry values, and porosity between the two units (fine-
grained versus coarse-grained sands) can be attributed to the difference in grain textures.
The particle size distributions show a difference in d;o values between the two units, and
indicate that Unit 4 is well sorted while Unit 3 is poorly sorted (see Figure B.7). Sorting
plays a major role in the shape and fitting parameters of moisture retention curves. The
well sorted deposits have a higher air entry pressure and a higher porosity than the poorly
sorted deposits.

Table B.S — Hydraulic properties of undisturbed Socorro samples (fitting

parameters A, Yae obtained from Brooks & Corey equation fit to data using
MATHCAD)

Initial Intact | Repacked Intact

Sample | Moisture | Bulk | sample | sample | IntactA |Repacked| Wae | Repacked

1D Content | Density | Porosity | Porosity | (B&C) A (cm) | Wae (cm)
S3-4 0.05 1.61 0.368 0.371 1.295 1.264 16.542 | 16.408
S3-5 0.05 1.62 0.367 0.378 1.138 1.032 14.260 | 13.745
S4-2 0.05 1.52 0.383 .0390 1.402 1.339 | 24.374 | 24.215
S4-3 0.06 1.53 0.386 0.388 1.382 1.358 | 24.573 | 24.514
S4-6 0.06 1.55 0.380 0.403 1.555 1.421 25.449 | 24.581
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Primary Drainage Curves
Med-Coarse Grained Sands
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Figure B.5 — Undisturbed vs. repacked sample moisture retention curves for
medium- fine grained sands.
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Primary Drainage Curves
Fine-Med Grained Sands
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Figure B.6 — Undisturbed vs. repacked moisture retention curves for fine-medium

grained sands.
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Figure B.7 — Particle size distributions for samples collected in NS trench.

B.3 Over-Saturation Estimates

Preliminary saturation tests show overestimated values of porosity compared to

calculations from the bulk density measurement of the samples (see Figures 1-4). The

measured primary drainage curves consistently show rapid moisture loss from 0-12 cm

tension (by as much as 4-7% moisture content by volume) followed by a relatively

constant moisture content with large changes in tension until air entry pressure is

reached. During analysis of moisture retention properties, the samples are secured in a

100 cc ring with a section of cotton cloth at the top and bottom of each ring to prevent

disturbance during resistivity measurements. We hypothesize that additional absorption

of water by the cloth is contributing to the overestimates in porosity. To test this
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hypothesis, we saturated empty sample rings with a cotton cloth attached to the bottom
of the rings. We then drained the cloth in the hanging column apparatus to determine
the degree of moisture loss from the cloth during de-saturation. The test results show
that the cloth absorbs approximately 0.02 volumetric moisture content per section of
cotton cloth (0.04 per sample). Although the cloth did not completely drain at 20 cm
tension, the volume of water retained by the cloth was well within the margin of
measurement precision for the scale used to measure the samples (+/- 0.01 g). Any
additional moisture loss during de-saturation (> 0.04 volumetric moisture content) may
have been due to drainage of pores along the edge of the sample ring. Stephens and
Rehfeldt (1985) observed artificially large water contents at 0 cm tension, which they
also hypothesized was due to large void spaces between the sample and the ring. To
examine the volume absorbed along the edge of the ring, we calculated the pore radius
(R ) for water drained at 12 cm tension , we used the Laplace-Young equation (Jury et
al., 1991)

_20'

R="=
pgh

(B-1)

where o is the surface tension of water (0.072 N/kg), p is the density of water
(1000 kg/m"3), g is the gravitational constant (10 N/kg), and h is the tension head
(0.12m). From this equation, the pore radius drained is estimated to be 0.12 mm. This
would account for 0.017 volumetric water content, calculated by multiplying the
circumference of ring (17.91 cm) times height of ring (4 cm) times diameter of pore
(0.024 cm). This reasonably accounts for any excess water being drained from the

sample.
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Tables B.6 through B.8 — Cloth saturation test results.

Cloth wt @ Cloth wt @

Ring dry wt Ring sat wt Cloth dry wt Cloth area Cloth wt @ 5 10 cm 20 cm
Ring ID (2) (2) (2) (em”2) cm tension(g) tension(g) tension(g)
6a 31.64 33.41 0.7 56.75 32.88 32.75 32.6
6b 31.43 33.31 0.69 56.75 32.59 32.59 32.38
7c 29.06 31.14 0.72 56.75 30.52 30.46 30.31

Vol drained @ 5cm Vol drained @ 10 cm Vol drained @ 20 cm

Ring ID Vol of Water @ sat (ml) tension (ml) tension (ml) tension (ml)
6a 1.77 0.53 0.13 0.15
6b 1.88 0.72 0.00 0.21
7c 2.08 0.62 0.06 0.21
Ring vol moisture Ring vol moisture
Vol moisture content @  Ring vol moisture content @ 10 cm content @ 20 cm
Ring ID sat (per ring) content (@ 5 cm tension tension tension
6a 0.0177 0.0050 0.0010 0.0015
6b 0.0188 0.0070 0.0000 0.0021
7c 0.0208 0.0060 0.0006 0.0021

In summary, the moisture content at saturation is more than likely overestimated
due to excess water retained in the cotton cloth (~4%) and water retained along the edges
of the ring (~2%) resulting in approximately 6% overestimation of porosity. Based on
these results, sample saturation was assumed to equal volumetric moisture content at
20 cm tension for the majority of the samples (see Appendix J for curve fitting estimates
of saturation).

B.4 Cause and Degree of Sediment Compaction During Desorption

Preliminary moisture retention tests involving undisturbed samples of near surface
deposits collected from the STVZ infiltration test site resulted in approximately 10%
volume loss during desorption experiments starting from saturation (PDC). Before we

attempted to measure moisture retention characteristics from core samples, we conducted
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a study to examine the cause and degree of compaction during desorption. We collected
20 undisturbed samples of coarse-grained, near surface deposits (Unit 1) and 20
undisturbed samples from a fine-grained sand located approximately 20 ft below ground
surface (from a nearby sand quarry). We hypothesized that the chemical solution of the
wetting fluid may have led to dissolution of minerals possibly leading to collapse during
saturation/desaturation processes. To examine dissolution, we used 2 wetting solutions to
saturate the samples: tap water from Socorro, NM (used for laboratory analysis), and a
0.005M CaSOy solution (to increase the ionic strength of the solution).

The average bulk density of the near surface deposits was 1.49 g/cc
(0.44 porosity) while the average density of the sand quarry sands was 1.37 g/cc
(0.48 porosity). We saturated the samples and allowed them to reach equilibrium at 0 cm
tension. Simply saturating the samples without desorption caused collapse resulting in
approximately 2% volume loss in the near surface deposits using tap water and 7 to
almost 10% volume loss using the calcium sulfate solution. Only one sample from the
sand quarry compacted using tap water only (see Table B.9). We then drained the
samples at 30 cm tension for near surface deposits and 50 cm for fine sands (resulting in
approximately 20 volume percent moisture content). The samples did not compact
further after draining at these tensions for either the coarse sands or the fine sands. This
suggests that simply wetting the near surface deposits disturbed the samples. The
collapse does not appear to be caused by mineral dissolution, since the calcium sulfate
solution caused a greater degree of compaction than the tap water. Although it is not
clear why the higher ionic strength solution caused greater compaction, we concluded that

tap water would result in a lesser degree of sample disturbance, therefore we used tap
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Table B.9 — Compaction Test Results

initial final
height tension final height percent tension final height percent
sample inring head height lost volume head height lost volume

ID (cm) (cm) (cm) (cm) loss (cm) (cm) (cm) loss
Al8 4 0 3.9 0.1 2.5 30 3.9 0.1 2.5
A20 4 0 3.8 0.2 5 30 3.8 0.2 5
A37 4 0 4 0 0 50 4 0 0
A38 4.5 0 4.5 0 0 50 4.5 0 0
A34 4.2 0 4.1 0.1 2.38 50 4.1 0.1 2.38
B35 4.2 0 4.2 0 0 50 4.2 0 0
B28 4.1 0 4.1 0 0 50 4.1 0 0
B39 4.1 0 3.8 0.3 7.32 50 3.8 0 7.32
B15 4.3 0 4 0.3 6.98 30 3.9 0.4 9.3
Bl11 4.2 0 3.8 0.4 9.52 30 3.8 0.4 9.52
B16 4.2 0 3.8 0.4 9.52 30 3.8 0.4 9.52

NOTE:  samples with a prefix of "A" were imbibed with Socorro tap water
samples with a prefix of "B" were imbibed with a 0.005M CaSO4 solution

samples in Bold are from Unit 1 (coarse grained near surface deposits)

water as the wetting solution for moisture-retention and hydraulic conductivity
measurements.  Since the samples analyzed were repacked, we did not observe
significant collapse during wetting/draining sequences even in the near surface deposits.
B.5 Equilibrium Time Determination

We determined equilibrium was reached during drainage in the hanging columns
after the water level in the burette ceased to increase over a 24 hour period. Although this
is an accepted practice (Jury et al., 1991; Stephens, 1995), we validated the method by
conducting two preliminary tests. In the first test, we compared the calculated moisture
content determined by weighing the sample daily until the weight ceased to decrease
(within +/- 0.03 g) and the moisture content determined by weighing the sample after the

water level in the burette ceased to increase. Comparison between the two methods
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indicates that the equilibrium moisture contents achieved at a series of tension heads were
very similar (+/-0.01 volumetric moisture content — see Figure B.8). Since it took
significantly less time to reach equilibrium by monitoring the water level than monitoring
changes in sample weights, we determined that monitoring the water level in the burette
was a more time efficient method for determining moisture equilibrium.

Our second test involved monitoring moisture equilibrium with a pressure
transducer attached to a “mini-tensiometer” constructed of PVC tubing and a 1 bar
ceramic cup. Figures 9 and 10 show results of the study indicating that moisture
equilibrium was reached for a fine grained sand at approximately -40 cm pressure after
approximately 7 hours and at -83 cm pressure after approximately 10 hours.

B.6 Impact of Sample Contact on Electrical Resistivity Measurements

To determine the optimum degree of sample contact with the impedance analyzer
electrodes for electrical resistivity measurements, we saturated a highly conductance
porous material (clay) and a highly resistive material (coarse-grained sand), drained the
samples at 30 cm tension, allowing the samples to reach moisture equilibrium, and
measured the electrical resistivity at different degrees of sample contact. We placed the
samples in the impedance analyzer sample holder (see Appendix F.1) and measured
impedance without tightening the bolts on the holder, hand tightening the bolts,
tightening the bolts 3 turns with a wrench, and tightening the bolts 6 turns with a
wrench. The impedance varied by more than 10% between the hand tightened
measurements and the measurements when the bolts were tightened 3 turns with a
wrench (for both samples), but the impedance varied by less than 5% between

measurements taken when the bolts were tightened 3 turns and 6 turns with a wrench.

165



991

Suction Head (cm)

Moisture Retention Curves Used to Determine Equilibrium Times
Fine- Medium Grained Sands (Socorro Site)

120
110
100 - 14 days - wt
7 days - vol
90 ~
¢ Weight
80 Method
70
60 + H Volume
Method
14 days - wt
50 + 6 hours -vol ®
12 days - wt
40 7 4 days - vol em
NOTE: At 40 cm tension, the weight 1 day both
30 1 method moisture content may have been .
influenced more than the other tensions by 1 day - wt
20 + evaporation because sample was not 1hour-vol @
weighed daily.
10 1+ 2days -wt g 3 days - wt
8 hours - vol / 2 hours - vol
0 1 f f f f f f f o
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45

Volumetric Water Content

Figure B.8 — Determination of moisture equilibrium by monitoring sample weight and water level in burette.
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Tightening the bolts 6 turns resulted in flow out of the bottom of the ring suggesting
compaction to the samples. Based on these results, we determined that tightening the
bolts 2-3 turns during sample analysis would provide enough contact between the
porous material and the silver plates to obtain adequate impedance measurements, yet
would minimize sample compaction. When the samples were saturated, we hand
tightened the bolts since we observed flow when the bolts were tightened slightly with a
wrench.

Table B.10 — Degree of Contact vs. Measured Impedance

Impedance (ohms) Resistance (ohm*m)

1) silver plate resting on sample (bolts not tightened at all)
2b:  441.40 27.81

7b:  1333.00 83.98

2) hand tightened bolts
2b:  323.80 20.40
7b: 1292.00 81.40

3) tightened bolts 3 turns with wrench
2b:  268.50 16.92

7b:  1165.10 73.40

4) tightened bolts about 6 turns with wrench (water leaked out bottom)
2b:  256.50 16.16

7b:  1154.60 72.74

Samples 2b (clay) and 7b (coarse-grained sand) drained in hanging column at 30 cm tension
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Appendix C

Sample Preparation
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METHODS

We initially measured moisture retention curves from intact samples collected
from the NE core, however the curves reflected a high degree of variance between fitting
parameters for samples of similar texture (see Appendix B). We hypothesize this was due
to disturbance from drilling and from pushing rings into core which caused formation of
void spaces, cracks and disturbance along edges of the rings. Therefore, we divided
approximately 36 ft of core collected from the NW quadrant into 6 inch sections, air dried
and homogenized the deposits and repacked 100 cubic centimeter (cc) sample rings to a
dry bulk density representative of in situ conditions determined from measurements made
from intact samples collected during drilling and from a nearby trench (ranging from 1.4
to 1.7 g/cc). A piece of cotton cloth was attached to the bottom of the rings with a plastic
zip tie to contain the sediment during analysis. Only non-conductive materials were used
for the sample ring to reduce interference with electrical resistance measurements at
moisture equilibrium (see Appendix F).

We weighed the desired mass of sediment (ring volume times dry bulk density),
mixed the sediment in a tray and spooned it into the ring (thoroughly mixing between
spoonfuls) until the ring was filled. We placed the sample ring in the hanging column
directly on the porous plate (without diatomaceous earth) and quickly wet the sample by
raising the burette approximately 1meter above the porous plate. We then quickly

drained the sample by lowering the burette to compact the deposits. This process was
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repeated until the desired bulk density was reached. Since we were not able to reach the
desired bulk density for every sample, the actual bulk density was recorded and used to
calculate porosity of the sample.

Once the sample was consolidated, the sample was placed in a relative humidity
oven set at 60°C and 65% relative humidity (Flint, 1996) until the in situ moisture content
was obtained (takes approximately 2-6 hours depending on grain texture). The in situ
moisture content was estimated from a moisture profile measured in a neutron access
borehole located close to the NW core sampling location using a CPN 501 neutron probe
(see Figure C.1). See Brainard et al. (2000) for a detailed description of the neutron probe

procedures and results.

172



NW inner Borehole In Situ Volumetric Moisture Content

Volumetric Moisture Content

Depth Below Ground Surface (m)
»
o
I

7.0 —

_ —+—  Measured 3/5/99
8.0 — Precision Error
9.0 —
10.0 —
11.0 —
12.0 LI B B I B N B I B N N N I B B |

0.00 0.05 0.10 0.15 0.20 0.25

Volumetric Moisture Content

Figure C.1 — In situ moisture profile measured using a CPN 501 neutron probe.
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Appendix D1

Electrical Resistivity Measurement Procedures
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D1.1 Required Equipment

Sample holder (see Figure 1)

Impedance analyzer (Hewlett Packard model 4192A LF)

PC computer

D1.2 Introduction
We used a Hewlett Packard model 4129A LF impedance analyzer (Knight, 1991)

to measure the electrical resistivity of a sample at each sample moisture equilibrium along
the MWC and the MDC to establish a relationship between moisture content and
resistivity for samples collected at the infiltration test site. This relationship was used to
convert the electrical resistivity data measured at the infiltration site to volumetric
moisture contents. The impedance analyzer was connected to a personal computer for
automated data acquisition of impedance measurements during application of a
logarithmic sweep of frequencies of current to the sample. The logarithmic sweep was
used to obtain the frequency not affected by polarization at the sample/electrode interface
(Knight, 1991). The two-electrode technique (Knight, 1991) was used with electrodes
attached to a sample holder (see Figure F1.1). The electrodes are placed in direct contact
with variably saturated samples at the top and bottom of the sample rings. Electrical
resistivity is calculated from the impedance value corresponding to the lowest phase angle

during a logarithmic sweep of frequencies by

175



pzlé
t (D1-1)

where p is the electrical resistivity (ohm*m), / is the sample impedance (ohm), 4 is the
sample cross sectional area (m?), and  is the thickness (length) of the sample (m).
D1.3 Procedures

1) Connect the sample holder (Figure 1) to the impedance analyzer by inserting the
lead wires into the high frequency test fixture (current plates that read “low” and
“high”) on the front of the analyzer (see user’s manual).

2) Tighten the fixtures to obtain adequate contact.

3) Insert the sample into the sample holder and tighten the nuts 2-3 turns (see
appendix B) with a wrench after hand tightening, unless the sample is saturated
and subject to compaction. In the case of saturation, placing the top plate on the

sample should be sufficient (or hand tightening depending on degree of

saturation).
4) Turn on the analyzer (push in the button on the upper left corner).
5) If the impedance value reads an error message (such as “UCL”) this means there

is not sufficient contact or a reading cannot be made. Try wiggling the wires or
the fixture or try tightening the nuts down tighter.

6) Turn on the computer and c¢d (DOS command for “change directory”) to the NB
directory.

7) At the NB prompt, type “go”.

8) A message will display asking if you want to overwrite the “sweep.dat” file

(output file). Type “y” for yes.
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9)

10)

11)

12)

13)

14)

15)

16)

If a message displays stating that there is a problem, this means there is
insufficient contact or that the sample is too dry for current to flow through.
Normally, a screen will be displayed which shows the impedance value, phase
angle, and the frequency at each logarithmic frequency (executable runs through
a logarithmic sweep of frequencies).

The sweep stops at 1000 kHz, but may be writing to the computer for a minute
or two after the sweep has discontinued.

Once it has stopped writing to computer, hit the ESC button.

Edit the “sweep.dat” file to examine output.

Scroll through the phase angles to find the lowest angle (closest to zero) — record
the corresponding impedance value (in the first column).

To calculate the resistivity, multiply the impedance (ohms) by the cross-
sectional area of the sample (m”"2) divided by the thickness of the sample (m).
This will give you the resistivity (ohm*m) (Knight, 1991).

An option is to use the “sweep.exe” executable to search the output file for the
value corresponding to the lowest phase angle and calculate the resistivity (the
FORTRAN code will have to be modified somewhat to skip the first 3 lines of
the output file and will either have to be compiled to run in DOS or we will have

to install Windows on the computer).
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Appendix D2

Electrical Resistivity Measured Data and Resistivity Versus
Moisture Content Curves
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Table D2.1 — Table of Resistivity Curve Fitting Parameters (see Equation 2-4)

sample depth slope of log-

sample ID (m bgs) k m log plot description
NWI1 0.30 21.296  1.059 -1.471 coarse sand
NWwW2 0.61 11.256 1.424 -1.497 coarse sand
Nw4 1.52 9.708  1.678 -1.653 coarse sand
NW5 1.81 17.983  1.005 -1.261 silty gravel
NW6 2.72 6.190  1.350 -1.069 sitly sand
NwW7 3.05 7.341  1.534 -1.328 fine sand
NWS 3.35 5.762  1.598 -1.215 fine sand
NW9 3.66 9.231 1.214 -1.172 fine sand
NW10 4.27 5177  1.312 -0.937 med-fine sand
NWI11 4.57 4.068  1.508 -0.919 silty sand
NWI12 4.88 6.248  1.451 -1.155 silty sand
NW13 5.18 0.510  2.240 0.656 sandy clay
NW14 5.79 1.513  3.092 -0.363 pebbly clay
NWI15 6.10 1.451  1.434 -0.192 clay
NW16 6.40 6.369  1.319 -1.061 fine sand
NW17 6.71 7.306  1.300 -1.123 fine sand
NWI19 7.32 8.501  1.087 -1.171 oxidized fine sand
NWI18 7.62 8.391  1.268 -1.010 fine sand
NW20 7.92 7.577 1415 -1.244 fine sand
NWwW21 8.23 9.829  1.316 -1.306 med-fine sand
Nw22 8.84 10.279  1.223 -1.238 silty sand
NW23 9.14 12.883 1.119 -1.242 fine-coarse sand
Nw24 9.75 10.254  1.300 -1.314 fine-coarse sand
NW25 10.36 11.767 1.212 -1.298 fine-coarse sand
NWwW27 10.97 11.496 1.318 -1.398 fine-coarse sand
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Table D2.2 — Measured resistivity data.

resistivity resistivity resistvity resistvity resistivity
moist cont | NWlwet | moist cont | NWldry | moist cont | NW2wet | moist cont | NW2dry | moist cont | NW4wet [ moist cont | NW4dry
0.035 2165.805 0.216 103.538 0.051 1804.458 0.261 82.735 0.069 1407.011 0.332 58.286
0.075 370.771 0.199 120.890 0.066 619.275 0.232 89.523 0.150 283.954 0.310 61.186
0.159 141.814 0.170 144.302 0.117 240.521 0.167 142.315 0.263 93.068 0.235 102.141
0.216 103.538 0.127 193.934 0.221 85.550 0.108 248.760 0.332 58.286 0.159 217.537
0.110 220.153 0.261 82.735 0.091 344.852 0.096 519.212
0.039 677.556 0.076 417.686 0.067
0.029 856.115 0.065 506.561 0.045 1428.276
0.022 1173.809 0.051 825.749 0.035 2133.554
resistivity resistivity resistivity resistivity resistivity resistivity
moist cont | NW5wet | moist cont | NWS5dry | moist cont | NW6wet | moist cont | NW6dry | moist cont | NW7wet [ moist cont | NW7dry
0.060 352.568 0.206 89.069 0.155 79.730 0.423 21.403 0.081 355.567 0.384 32.528
0.061 315.081 0.179 101.767 0.177 64.993 0.407 20.918 0.097 254.303 0.362 32.333
0.063 290.657 0.145 139.800 0.225 46.563 0.398 20.880 0.294 47.523 0.319 39.398
0.064 281.787 0.116 157.298 0.270 35.846 0.390 22.424 0.357 37.041 0.263 60.598
0.066 268.481 0.098 178.137 0.321 27.731 0.379 20.956 0.384 32.528 0.207 86.223
0.069 255.601 0.083 194.480 0.357 23.387 0.361 27.999 0.138 150.084
0.089 193.691 0.369 22.270 0.265 35.074
0.126 132.327 0.387 21.971
0.206 89.069 0.423 21.403
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Table D2.2 — (continued).

resistivity resistivity resistivity resistivity resistivity resistivity
moist cont [ NW8wet | moist cont [ NW8dry | moist cont | NW9wet | moist cont | NW9dry | moist cont | NW10wet | moist cont | NW10dry
0.115 210.137 0.382 26.309 0.097 207.937 0.326 34.517 0.109 94.798 0.320 21.205
0.135 137.667 0.373 27.903 0.134 127.215 0.318 34.019 0.229 37.989 0.293 26.034
0.178 84.080 0.364 36.522 0.176 83.026 0.298 36.372 0.288 27.903 0.251 36.987
0.229 54.506 0.318 37.262 0.228 53.077 0.266 41.034 0.320 21.205 0.198 41.619
0.359 26.602 0.270 44.426 0.326 34.517 0.225 53.512 0.171 50.812
0.382 26.309 0.186 85.165 0.188 101.884 0.135 70.837
0.125 163.121 0.121 105.805 0.103 100.986
0.090 262.002 0.099 136.861
0.043 332.227
resistivity resistivity resistivity resistivity resistivity
moist cont | NW1lIwet | moist cont [ NW11dry | moist cont | NW12wet | moist cont | NW12dry | moist cont | NW13wet | moist cont | NW13dry
0.105 142.388 0.390 21.180 0.110 165.062 0.382 24.912 0.233 13.348 0.233 13.348
0.123 134.806 0.374 18.825 0.146 110.673 0.377 25.153 0.233 14.642 0.233 14.642
0.191 39.530 0.368 20.735 0.225 55.803 0.328 31.008 0.233 12.862 0.233 12.862
0.270 23.243 0.310 20.589 0.356 25.518 0.260 45.385 0.290 7.989 0.290 7.989
0.329 19.969 0.225 33.501 0.382 24.912 0.167 90.675 0.343 6.103 0.343 6.103
0.348 17.629 0.151 64.997 0.106 171.259 0.356 5.265 0.356 5.265
0.390 21.180 0.091 135.462 0.067 265.383 0.361 5.075 0.361 5.075
0.365 5.039
0.361 5.160
0.319 5.189
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Table D2.2 — (continued).

resistivity resistivity resistivity resistivity
moist cont | NW14wet | moist cont | NW14dry | moist cont | NW15wet | moist cont | NW15dry | moist cont | NW16wet | moist cont | NW16dry
0.108 71.364 0.172 28.13477 0.401 5.380 0.434 4.814 0.080 179.449 0.404 19.979
0.108 71.462 0.151 32.32228 0.409 5.220 0.070 77.354 0.157 84.463 0.347 23.784
0.108 67.936 0.135 37.91652 0.413 5.090 0.206 58.315 0.255 39.425
0.108 62.538 0.130 50.84543 0.421 5.047 0.375 21.960 0.125 103.271
0.108 58.259 0.113 47.68517 0.424 4.987 0.068 188.905
0.117 48.994 0.434 4.814
0.128 45.892 0.070 77.354
0.163 34.396
0.222 20.368
resistivity resistivity resistivity resistivity resistivity
moist cont | NW17wet | moist cont [ NW17 dry | moist cont | NW18 wet | moist cont | NW18 dry | moist cont | NW19wet | moist cont | NW19dry
0.059 245.607 0.407 21.409 0.099 155.844 0.393 26.1213 0.129 73.702 0.374 25.248
0.151 97.477 0.325 32.637 0.214 60.719 0.298 34.84084 0.146 54.746 0.353 25.576
0.233 55.341 0.201 65.433 0.295 41.226 0.202 65.92873 0.207 44.342 0.341 25.751
0.318 30.991 0.098 155.019 0.397 26.358 0.214 44.576 0.297 29.841
0.381 23.878 0.063 254.602 0.423 26.165 0.248 38.327 0.218 49.504
0.389 22.353 0.296 32.451 0.080 160.250
0.338 27.340
0.357 29.280
0.398 25.467
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Table D2.2 — (continued).

resistivity resistivity resistivity resistivity resistivity resistivity
moist cont [ NW20 wet | moist cont | NW20 dry | moist cont [ NW21wet | moist cont | NW21 dry | moist cont | NW22 wet | moist cont | NW22 dry
0.061 368.365 0.373 29.649 0.051 452.470 0.365 34.113 0.067 250.072 0.367 35.442
0.088 261.373 0.360 30.445 0.185 99.021 0.347 37.237 0.297 46.449 0.345 36.166
0.267 53.502 0.339 33.337 0.263 59.207 0.317 43.361 0.363 33.180 0.305 45.539
0.363 32.462 0.274 42.517 0.357 36.185 0.238 69.526 0.366 33.269 0.212 75.325
0.392 30.080 0.179 95.266 0.153 132.816 0.119 155.243
0.066 341.814 0.079 270.984
resistivity resistivity resistivity resistivity resistivity resistivity
moist cont | NW23 wet | moist cont | NW23dry | moist cont | NW24 wet | moist cont | NW24 dry [ moist cont | NW25 wet | moist cont | NW25 dry
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Figure D2.1- Electrical resistivity curve for a coarse sand collected at
approximately 0.30 meters below ground surface. Curves were fit to data collected
during wetting and draining sequences.
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Figure D2.2 — Electrical resistivity curve for a coarse sand collected at
approximately 0.61 meters below ground surface. Curves were fit to data collected
during wetting and draining sequences.
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Figure D2.3 — Electrical resistivity curve for a coarse sand collected at
approximately 1.52 meters below ground surface. Curves were fit to data collected
during wetting and draining sequences.
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Figure D2.4 — Electrical resistivity curve for a silty gravel collected at
approximately 1.81 meters below ground surface. Curves were fit to data collected
during wetting and draining sequences.
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Figure D2.5 — Electrical resistivity curve for a silty sand collected at approximately
2.72 meters below ground surface. Curves were fit to data collected during
wetting and draining sequences.
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NW?7 - Resistivity vs. Moisture Content
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Figure D2.6 — Electrical resistivity curve for a fine sand collected at approximately
3.05 meters below ground surface. Curves were fit to data collected during
wetting and draining sequences.
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Figure D2.7 — Electrical resistivity curve for a fine sand collected at approximately
3.35 meters below ground surface. Curves were fit to data collected during
wetting and draining sequences.
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Figure D2.8 — Electrical resistivity curve for a fine sand collected at approximately
3.66 meters below ground surface. Curves were fit to data collected during
wetting and draining sequences.
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Figure D2.9 — Electrical resistivity curve for a fine-med sand collected at
approximately 4.27 meters below ground surface. Curves were fit to data collected
during wetting and draining sequences.
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NW11 - Resistivity vs. Moisture Content
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Figure D2.10 — Electrical resistivity curve for a silty sand collected at
approximately 4.57 meters below ground surface. Curves were fit to data collected
during wetting and draining sequences.
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NW12 - Resistivity vs. Moisture Content
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Figure D2.11 — Electrical resistivity curve for a silty sand collected at
approximately 4.88 meters below ground surface. Curves were fit to data collected
during wetting and draining sequences.
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NW13 - Resistivity vs. Moisture Content
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Figure D2.12 — Electrical resistivity curve for a sandy clay collected at
approximately 5.18 meters below ground surface. Curves were fit to data collected
during wetting and draining sequences.
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NW14 - Resistivity vs. Moisture Content
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Figure D2.13 — Electrical resistivity curve for a pebbly clay collected at
approximately 5.79 meters below ground surface. Curves were fit to data collected
during wetting and draining sequences.
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NW15 - Resistivity vs. Moisture Content
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Figure D2.14 — Electrical resistivity curve for a clay collected at approximately
6.10 meters below ground surface. Curves were fit to data collected during
wetting and draining sequences.
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NW16 - Resistivity vs. Moisture Content
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Figure D2.15 — Electrical resistivity curve for a fine sand collected at
approximately 6.40 meters below ground surface. Curves were fit to data collected
during wetting and draining sequences.
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NW17 - Resistivity vs. Moisture Content
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Figure D2.16 — Electrical resistivity curve for a fine sand collected at
approximately 6.71 meters below ground surface. Curves were fit to data collected
during wetting and draining sequences.
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NW19 - Resistivity vs. Moisture Content
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Figure D2.17 — Electrical resistivity curve for an iron oxidized fine sand collected
at approximately 7.32 meters below ground surface. Curves were fit to data
collected during wetting and draining sequences.

201



NW20 - Resistivity vs. Moisture Content
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Figure D2.18 — Electrical resistivity curve for an fine sand collected at
approximately 7.92 meters below ground surface. Curves were fit to data collected
during wetting and draining sequences.
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NW21 - Resistivity vs. Moisture Content
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Figure D2.19 — Electrical resistivity curve for an med-fine sand collected at
approximately 8.23 meters below ground surface. Curves were fit to data collected
during wetting and draining sequences.
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NW22 - Resistivity vs. Moisture Content
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Figure D2.20 — Electrical resistivity curve for a silty sand collected at
approximately 8.84 meters below ground surface. Curves were fit to data collected
during wetting and draining sequences.
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NW23 - Resistivity vs. Moisture Content
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Figure D2.21 — Electrical resistivity curve for a fine-coars sand collected at
approximately 9.14 meters below ground surface. Curves were fit to data collected
during wetting and draining sequences.
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NW24 - Resistivity vs. Moisture Content
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Figure D2.22 — Electrical resistivity curve for a fine-coars sand collected at
approximately 9.75 meters below ground surface. Curves were fit to data collected
during wetting and draining sequences.
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NW25 - Resistivity vs. Moisture Content
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Figure D2.23 — Electrical resistivity curve for a fine-coars sand collected at
approximately 10.36 meters below ground surface. Curves were fit to data
collected during wetting and draining sequences.
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NW27 - Resistivity vs. Moisture Content
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Figure D2.24 — Electrical resistivity curve for a fine-coars sand collected at
approximately 10.97 meters below ground surface. Curves were fit to data
collected during wetting and draining sequences.
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Appendix E1

Moisture Retention Measurement Procedures
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E1.1 Introduction

E1.1.1 Standard Methods for Measuring Moisture Retention Curves

The relationship between water content and matric potential of a porous medium
(known as the moisture retention relationship) is a fundamental part of hydraulic property
characterization of vadose zone materials (Klute, 1986 pg 635). Fitting parameters
obtained from the moisture retention function [\¥(0)] are often used in functional forms,
such as the Mualem model (1976) and the van Genuchten model (1980), to estimate fluid
transport within the vadose zone (Jury et al., 1991 pg 108). Two direct methods by which
these functions are obtained are the suction method and the pressure cell method (de
Backer and Klute, 1967).

The suction method makes use of a hanging column apparatus (Figure E1.1), also
referred to as the Haines apparatus (Stephens, 1995 pg 187) and the tension plate
assembly (Hillel, 1980 pg 161) to measure equilibrated moisture content at various matric
potentials (i.e., negative pressures or tensions). Soil samples are placed in individual
Biichner funnels (see Figure E1.2), usually on top of a slurry of fine grained material with
a high bubbling pressure to insure hydraulic contact (Klute, 1986 pg 652; Stephens, 1995
pg 191).

The burette is sequentially adjusted to desired potentials, allowing moisture

equilibrium at each potential during either wetting or draining cycles. The hanging
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Figure E1.2 — Pressure Cell Assembly

column apparatus is more beneficial than the pressure cells for measuring moisture
retention in the wet range of tensions because of the poor resolution and accuracy of most
pressure gauges at low pressures (less than 1 bar) and because standard pressure cells can
only be used to measure moisture retention during a drainage cycle (de Backer and Klute,
1967; Stephens, 1995 pg 190). The hanging column measurements are limited, however,

by the low bubbling pressure of the porous plates, which typically range from -100 to -
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300 cm (Stephens, 1995 pg 187). For tensions greater than the bubbling pressure of the
porous disk, the pressure cell method is required.

The pressure cell method is designed to prevent cavitation of the water in the
system (de Backer and Klute, 1967). The pressure cell assembly consists of an air-tight
chamber enclosing a porous ceramic plate with a rubber membrane attached at the
bottom (see Figure E1.2). The plate and membrane are connected to a tube that extends
through the chamber and is open to atmospheric pressures outside the chamber. Instead
of reducing the pressure in the water beneath the plate, the cell gas pressure on the
sample water is increased while the water under the plate is maintained at atmospheric
pressure. Under these conditions, the water is not subjected to low absolute pressures
and cavitation does not occur (de Backer and Klute, 1967).

Pressure and moisture content measurements for the main wetting curve (MWC)
(see Figure E1.3) in the hanging column apparatus are recorded during a wetting
process starting at 100 to 300 cm tension (depending on bubbling pressure of porous
disk) relative to the center of the sample. For convenience, the top of the porous plate is
often used as a reference point for measuring tension. In this case, the tensions should
be corrected to reflect the distance to the center of the sample. The sample is allowed to
reach equilibrium moisture content at each tension, then the burette is raised by set
increments (depending on sample texture), repeating the process until field saturation
(~80-90% porosity) is reached. Porosity is typically not reached during imbibition due
to air entrapment within the sample (Haverkamp and Parlange, 1986). The sample is
often assumed to be at equilibrium after the water level in the burette remains constant
(Stephens, 1995 pg 188), which usually occurs within several hours for moist soils (Jury

et al., 1991 pg 62 ) and within 2-3 days for dry soils (Klute, 1986 pg 653). The
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Figure E1.3 — Moisture retention curves fit to measured data (data not included to
emphasize shape of the curves).

moisture content can be determined by monitoring the change in water volume in the
burette (Stephens, 1995 pg 188) or by removing and weighing the sample at equilibrium
(Jury et al., 1991 pg 62). Pressure and moisture content measurements for the main
drainage curve (MDC) are measured starting at field saturation by reversing the order of
tension head measured along the wetting curve. The primary drainage curve (PDC),
sometimes referred to as the initial drainage curve, is measured by draining the sample
to residual moisture content starting from complete saturation or porosity (Klute, 1986

pg 636).
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Volumetric moisture content (6) is calculated by measuring the mass of the
sample at moisture equilibrium (M,,), subtracting the oven dry sample weight (M,), and
dividing the difference by the density of water (p,,) at the laboratory temperature (which
needs to remain constant during analysis) and the total sample volume (V7) by

QZM

] [LL"] (E1-1)
V. *p,

E1.2 Methods Used In Analysis

E1.2.1 Measurement Sequence

1.  Repack samples to approximate in situ bulk density (samples are wet after
packing)
2. Dry samples to approximate in sifu moisture content in relative humidity oven

3. Wet samples in hanging column to measure MWC
o Measure resistivity at each moisture equilibrium

4.  Drain samples from satiated moisture content to measure MDC
o Measure resistivity at each moisture equilibrium

5. Saturate samples and measure PDC in hanging column from 0-100 cm tension
and pressure chambers at 1 bar, 3 bars, and 5 bars pressure.

6.  Oven dry samples to determine volumetric moisture content

E1.2.2 Procedures for Hanging Column Measurements at Low Tension Heads

ASTM standards have not been published for the hanging column apparatus and
the methods are not described in Klute (1986), therefore hanging column procedures were
based on published methods described by Stephens (1995); de Backer and Klute (1967);
and Jury et al., (1986). Deviations from these methods were based on results from

preliminary tests conducted prior to analysis.
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Required equipment

Pyrex #36060 (medium flow) Biichner funnels, 10 -15 um pores

50 mL - 100 ml burettes

250 cm length 4 ID nalgene tubing

2 — single hole rubber stoppers (to fit into bottom of funnel and top of burette)
1 - #15 rubber stopper (cut to 2 inch thickness to fit inside funnels).

4 cm polycarbonate sample rings (5.57cm ID)

Cotton cloth, cut in squares large enough to fit on the bottom of the rings
Clamps (zip ties) to hold cloth onto bottom of rings

Mettler scale for weighing samples (minimum resolution of 0.01 grams)
Water proof marker to mark water levels in burette

Metric ruler

Main Wetting Curve Measurements

Before placing the samples on the porous plate in the hanging column apparatus,
we placed approximately 1 teaspoon of diatomaceous slurry in the center of the porous
plate to maintain hydraulic contact between the porous plate and the sample. Air entry
pressure for the diatomaceous earth is much greater than pressures exerted on the samples
in the hanging columns (see Figure E1.4) suggesting that the slurry should remain moist
during analysis.

The samples were placed directly on the slurry and the meniscus in the burette
was raised to 100 cm below the top of the porous plate. Volumetric moisture content

was determined by

6, = —(SW;_VS ") (E1-2)
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Figure E1.4 — Air entry pressure of diatomaceous earth.

where SW,, is the measured wet sample weight (g), SW, is the measured dry sample
weight (g), o is the density of water (g cm™), and V; is the sample total volume (cm’).
The burette was then raised to 70 cm, 50 cm, and then 10 cm increments between 50 and
0 cm allowing the sample to reach equilibrium at each tension. Since the water level in
the burette changes as the sample imbibes (and water evaporates), the tension
measurements were adjusted accordingly to reflect the actual tension at equilibrium.

Main Drainage Curve Measurements

The main drainage curve was measured from the satiated moisture content (~ 80 -
90% porosity, also referred to as field saturation) by reversing the wetting process
(lowering the burette in same sequence of tension heads) from 0 to 100 cm tension. We

observed loss of hydraulic contact at tensions greater than 100 cm and air bubbles
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forming in the funnels, therefore the samples were drained at higher tensions in the
pressure cells.

Primary Drainage Curve

The primary drainage curve was measured following the same procedures as the
main drainage curve, however the samples were initially fully saturated using saturation
methods described in Appendix D.

Determination of Moisture Equilibrium

Moisture equilibrium during drainage in the hanging column assembly was
assumed after the water level in the burette ceased to increase after 24 hours, based on
literature (Jury et al., 1991; Stephens, 1995) and preliminary studies (see Appendix B).
Moisture equilibrium was assumed for the wetting curve once the samples ceased to
increase in weight during daily monitoring. This method was employed as opposed to
monitoring the water level in the burette because evaporation caused a continual
decrease in the burette water level making it difficult to determine moisture equilibrium.

E1.2.3 Procedures for Pressure Cell Measurements at High Tensions

Required Equipment

5 Bar System: 15 Bar System:

Air compressor and connections Nitrogen tank and connections

700-3 pressure supply manifold 750-2 pressure supply manifold

5 bar ceramic plate extractor apparatus 15 bar ceramic plate extractor apparatus
Introduction

The pressure cell method is often used to drain samples at pressures in the dry
range of matric potentials primarily because the bubbling pressures for the hanging

column porous plates are lower than 1 bar. Using the pressure cell apparatus, one or more
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soil samples are placed on the porous ceramic surface. The soil samples together with the
porous ceramic plate are then saturated with a wetting fluid. After saturation, the cell can
be mounted in the pressure chamber and air pressure is used to extract moisture from the
soil samples at set pressure intervals (Klute, 1986).

We developed procedures based on published ASTM standards (D 3152, 1994),
Klute (1986), and the user’s manual supplied by the manufacturer (Soil Moisture
Corporation of Santa Barbara, CA). The samples were imbibed and drained to 100 cm
tension in the hanging column apparatus, then transferred to the pressure cells to
determine moisture equilibrium at 1 bar, 3 bars, and 5 bars pressure. Measurements were
not made at higher pressures due to time constraints. Silica flour was used as the
hydraulic contact between the samples and the porous plate due to the low air entry
pressure of diatomaceous earth. Air entry pressure of silica flour is approximately 460
cm, which we determined by measuring a primary drainage curve of silica flour (see
Figure E1.5).

Pressure Cell Assembly (referenced from Soil Moisture Corporation user’s
manual

1.  The pressure cell apparatus which includes the pressure regulator manifolds,
pressure cells, and associated equipment are manufactured by Soil Moisture
Corporation (SMEC) of Santa Barbara, CA and are specifically designed for
extracting water from soil samples.

2. Assemble the pressure cell apparatus according to the manufacturer’s instructions.

3. Place the triangular support in the extractor chamber on the bottom before any
pressure plate cells are installed. This is necessary because a seal can be created

between the pressure plate cell and the bottom of the chamber.
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Figure E1.5 — Air entry pressure of silica flour used as the hydraulic contact in the
pressure cell apparatus.

4.

Saturate the pressure plates with deaerated water and mount the pressure plate
cells in the tank. The 5 bar extractor is designed to accept a maximum of four
ceramic pressure plate cells, one stacked on top of another. The first pressure
plate cell is placed directly on the triangular support at the bottom of the extractor
and connection is made through the lowest outlet port. The second pressure plate
cell is set on three plastic spacers which are placed on the first ceramic plate cell
near the outer edge and located about 120° from each other. Connection to this
cell is made through the middle outlet port. The remaining cells are mounted
similar to the second cell. When mounting more than one cell, the spacing

between cells should be three (3) notches apart, from top of clip to top of clip.
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Attach the 6 in. length of rubber tube to the outflow stem of the first ceramic
pressure plate cell. It is advisable to support the cell with the fingers directly
behind the outlet stem when pushing the rubber tube over the outlet stem.

Push the free end of the rubber tube over the end of the outflow tube that projects
into the tank.

Center the lid on the tank and clamp into place with the six clamping bolt
assemblies, making sure that the rectangular heads of the bolts are properly seated

in the constraining groove on the bottom side of the lower clamping ring.

Equilibration

1.

Before making a run, a test run using only water should be conducted to

determine if there are any leaks or damages in the system:

J Let an excess of water stand on the surface of the porous plate cells for
several hours to thoroughly wet the plate. Approximately 150 ml of water
will be required to fill the pores of each plate.

o Mount one or more of the wetted plates in the extractor and make the
outflow connections.

o Carefully add water on to the surface of each cell so that the surface is
completely covered to the maximum depth permitted by the outer edge of
the neoprene diaphragm.

o Close the extractor and build up the pressure to maximum pressure of cell
(5 or 15 bars), following the instructions below:

o As the pressure builds up inside the extractor, there will be a rush of air

from the outflow tubes. This is caused by the reduction of the internal
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volume of the cell as the diaphragm and screen collapse under the pressure
in the extractor. If the internal outflow tubing connections are tight and the
cell has not been cracked or damaged, this air flow will stop after several
minutes and there will be a steady flow of water.

o Small bubbles of air will come out in the flow of water at reasonably
regular intervals. This is air which is slowly diffusing through the ceramic
plate, and is to be expected.

° The outflow rate in ml/min should be measured soon after the flow starts,
while the entire surface of the ceramic plate is covered with water. After a
period of time, all of the water on the plate will have been conducted
through and flow of water will stop. The slowly diffusing air will gradually
conduct small amounts of water surrounding the internal screen to the
outside.

o To measure the rate of diffusion, a short length of rubber tubing can be
connected to the outflow tube and the end inserted under an inverted
graduate which has been previously filled with water.

o The flow rate or the air should be less than 1/10 ml of air at atmospheric
pressure per min with the extractor pressure at 220 psi. If the flow rate of
air is appreciably higher than this, it indicates that there is a leak in the
tubing connection or that the cell is cracked or not sealed properly.

Additionally, before making a run, it is desirable to provide a means for

determining the required equilibrium time for each sample. This can be done by

connecting each outflow tube to the tip of a burette with a piece of small diameter
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tubing. Gas diffusing through the ceramic plate passes continuously in small
bubbles through this small outflow tube, and keeps the extracted liquid
transported to the burette. Read the burette periodically until equilibrium is
reached. When equilibrium is reached, no measurable amount of change in the
burette reading will be observed over a period of several hours or days.

E1.2.4 Moisture Content Adjustments

For deposits which contained a significant number of particles greater than 2 mm,
we adjusted the sample bulk density and moisture contents by subtracting the mass and
volume of the stones from the total volume and mass of the sample (Klute, 1986) after
completion of all characterization procedures. Klute (1986) recommends removing
larger particles before repacking samples when determining soil moisture retention,
however we chose to remove the particles after completion of all characterization
procedures since we were measuring multiple properties for each sample, some of

which would be impacted by inclusion of larger particles (i.e., hydraulic conductivity).
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Appendix E2

Moisture Retention Measurement Data and
Moisture Characteristic Curves
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E2.1 Moisture Retention Data

The following tables list the measured moisture retention data. Tension head in
cm reflects the tension exerted on the sample at the center of the ring. Moisture content
values reflect the moisture retained by particles in the sample which are less than 2mm
in diameter. The time allowed to reach equilibrium does not necessarily reflect exact
equilibrium times since measurements were not always taken daily. Times represent
period allowed to equilibrate, however they may exceed the actual equilibrium time.

Pressures at 333, 1000, 3000, 5000 cm correspond to 1/3 bar, 1 bar, 3 bars and 5
bars respectively. Since precision of the pressure gauges is approximately +/- 1 psi (72
cm) conversion from bars to cm was rounded to nearest 1000 cm (except for 1/3 bar
which was considered to be 1/3 of 1000 cm).

Highest pressure measurement reflects pressure at which sample stopped draining.
At higher pressures, sample either increased in weight (due to sorption of silica flour
during analysis) or the weight did not change. Due to time constraints, measurements at
high tensions were not made for the PDC sequence for all samples. Because the change
in moisture content did not change much between 1 bar and 3 bars pressure,
measurements were made at 1 bar and 5 bars pressure for many of the samples.

Pressure head values during wetting were adjusted to reflect effects of
evaporation (i.e., drastic drop in burette meniscus due to evaporation). Pressure head

values during draining remained relatively equal to the initial pressure exerted on the
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samples. Changes in pressure head during drainage were usually minimal due to the
effects of evaporation (typically within 1 cm), therefore the water levels were assumed
to equal the initial pressures exerted on the samples.

Table E2.1 — Moisture retention measurements for samples NW1 — NW4,

nwl nw2 nw4

Pressure moisture time Pressure moisture time Pressure moisture time

(cm) content (days) (cm) content (days) (cm) content (days)

mwce mwce mwce
102 0.042 2 102 0.059 2 102.6 0.054 2
82 0.028 3 82 0.061 2 82 0.049 2
62 0.025 2 62 0.053 2 62 0.048 1
52 0.025 1 52 0.049 4 52.5 0.037 3
42 0.024 3 42 0.047 3 42.3 0.033 4
32 0.025 6 32 0.048 3 32 0.031 2
22 0.021 4 24.5 0.077 4 23.8 0.069 4
13.9 0.091 8 18.3 0.138 7 15.3 0.150 8
11.1 0.194 6 14.2 0.261 7 7.2 0.263 7
2 0.263 10 4.6 0.313 12 0.4 0.332 12
mdc mdc mdc
12 0.243 1 12 0.277 3 12 0.310 5
22 0.208 6 22 0.199 7 22 0.235 10
32 0.155 13 32 0.129 12 32 0.159 5
42 0.135 3 42 0.109 2 42 0.096 2
52 0.047 4 52 0.092 3 52 0.067 5
72 0.036 2 72 0.077 3 72 0.045 5
102 0.027 5 102 0.061 5 102 0.035 3
333 0.024 2 333 0.058 2 333 0.030 2
1000 0.022 1 1000 0.058 1 1000 0.030 1
3000 0.018 1 3000 0.058 1 3000 0.030 1
pdc pdc pdc
2 0.411 1 2 0.408 1 2 0.398 1
7 0.366 2 7 0.385 2 7 0.391 1
12 0.333 2 12 0.370 2 12 0.379 1
22 0.240 2 22 0.297 2 22 0.310 2
32 0.132 4 32 0.194 2 32 0.197 2
42 0.108 2 42 0.136 2 42 0.093 2
52 0.099 3 52 0.106 2 52 0.053 2
72 0.091 2 72 0.087 2 72 0.044 2
102 0.087 2 102 0.079 2 102 0.039 2
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Table E2.2 — Moisture retention measurements for samples NWS5 — NW7.

nw5 nwo6 nw7

Pressure moisture time Pressure moisture time Pressure moisture time

(cm) content (days) (cm) content (days) (cm) content (days)

mwce mwce mwce
103.4 0.081 8 100 0.155 3 102 0.081 4
84 0.081 7 84.6 0.177 4 82 0.080 1
62.1 0.084 3 66.9 0.225 4 62.3 0.076 3
53.4 0.085 4 55.1 0.270 8 52 0.072 3
44 0.088 7 46.8 0.321 4 42.5 0.075 3
33.2 0.093 4 37.6 0.357 8 34.7 0.097 4
26.3 0.119 13 23.4 0.369 6 22.4 0.294 5
12.5 0.169 9 10.5 0.387 10 12.3 0.357 12
3.2 0.276 14 0.8 0.423 8 0.8 0.384 3
mdc mdc mdc
12 0.240 3 12 0.407 1 12 0.375 1
22 0.193 2 22 0.398 1 22 0.362 1
32 0.155 3 32 0.390 2 32 0.319 7
42 0.131 4 42 0.386 1 42 0.263 2
52 0.118 3 52 0.379 2 52 0.207 5
72 0.111 3 72 0.361 5 72 0.138 11
102 0.103 2 102 0.265 3 102 0.090 9
1000 0.066 7 1000 0.111 14 1000 0.083 1
3000 0.058 2 3000 0.099 3 3000 0.076 1
5000 0.051 2 5000 0.090 2 5000 0.068 6
pdc pdc pdc
2 0.389 1 2 0.445 1 2 0.433 1
12 0.385 1 12 0.426 2 12 0.410 2
22 0.360 2 22 0.421 2 22 0.407 2
32 0.341 2 32 0.412 2 32 0.377 2
42 0.305 2 42 0.405 2 42 0.321 3
52 0.294 1 52 0.403 2 52 0.256 2
72 0.285 2 72 0.388 2 72 0.163 2
102 0.259 3 102 0.337 2 102 0.097 2
1000 0.073 5
5000 0.065 4
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Table E2.3 — Moisture retention measurements for samples NW8 — NW10.

nw8 nw9 nwl0

Pressure moisture time Pressure moisture time Pressure moisture time

(cm) content (days) (cm) content (days) (cm) content (days)

mwce mwce mwce
102 0.115 4 99.3 0.085 2 102 0.108 4
82 0.106 3 83.2 0.080 2 83.4 0.109 6
62.9 0.106 3 65 0.080 3 62.8 0.119 5
52.9 0.105 2 56.6 0.070 3 53 0.108 2
46.2 0.135 4 47 0.093 3 44.7 0.106 3
39.4 0.178 7 38.8 0.134 3 343 0.104 4
31.9 0.229 4 30 0.176 4 23.8 0.229 10
16.3 0.359 12 21.3 0.228 4 12 0.288 7
33 0.382 6 3.9 0.326 10 7.8 0.320 3

mdc mdc mdc
12 0.373 1 12 0.318 1 12 0.314 1
22 0.364 2 22 0.298 2 22 0.293 2
32 0.350 2 32 0.266 2 32 0.251 5
42 0.318 4 42 0.225 4 42 0.198 3
52 0.270 4 52 0.188 3 52 0.171 3
72 0.186 3 72 0.121 3 72 0.135 4
102 0.125 3 102 0.099 3 102 0.103 7
1000 0.100 12 1000 0.052 10 1000 0.090 4
5000 0.090 1 3000 0.047 2 3000 0.080 3
5000 0.043 1 5000 0.073 5

pdc pdc pdc
2 0.410 2 2 0.378 1 2 0.394 1
12 0.395 3 7 0.375 1 12 0.367 2
22 0.380 2 12 0.354 1 22 0.363 2
32 0.381 2 22 0.350 1 32 0.335 2
42 0.368 2 32 0.335 1 42 0.289 3
52 0.358 2 42 0.296 3 52 0.232 2
72 0.245 2 52 0.270 2 72 0.151 2
102 0.147 4 72 0.130 13 102 0.107 2
1000 0.105 5 102 0.052 4 1000 0.052 6
5000 0.091 4 5000 0.047 3

227



Table E2.4 — Moisture retention measurements for samples NW11 — NW13.

nwll nwl2 nwl3

Pressure moisture time Pressure moisture time Pressure moisture time

(cm) content (days) (cm) content (days) (cm) content (days)

mwce mwce mwce

103 0.105 5 102 0.110 2 119.9 0.233 6
83.3 0.123 7 82 0.104 2 101 0.233

62.4 0.123 4 63.1 0.101 4 64.3 0.233 5
52.5 0.123 2 53.2 0.105 1 53.4 0.290 34
46.4 0.191 10 42.6 0.103 2 45.7 0.343 14
36.1 0.270 4 36.6 0.146 7 353 0.356 4

—_
—_

223 0.329 11 29.4 0.225 253 0.361 12
16.7 0.348 7 12.4 0.356 10 12.0 0.361

2.5 0.390 7 2.5 0.382 2 4.4 0.365 7
mdc mdc mdc
12 0.374 1 12 0.377 1 4.4 0.365 7
22 0.368 3 22 0.371 3 30 0.365 1
32 0.360 2 32 0.364 1 40 0.363 2
42 0.349 4 42 0.328 4 50 0.363 2
52 0.310 4 52 0.260 2 70 0.361 4
72 0.225 3 72 0.167 3 100 0.361 5
102 0.151 3 102 0.106 5 1000 0.336 3
1000 0.104 10 1000 0.080 10 3000 0.319 6
3000 0.099 2 3000 0.075 2 5000 0.288 3
5000 0.091 1 5000 0.067 1
pdc pdc
2 0.439 2 2 0.442 2
12 0.426 2 12 0.428 2
22 0.403 1 22 0.396 2
32 0.402 2 32 0.395 2
52 0.352 1 42 0.383 2
72 0.192 4 52 0.349 2
102 0.143 2 72 0.197 2
102 0.122 2
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Table E2.5 — Moisture retention measurements for samples NW14 — NW16.
nwl4 nwl5 nwl6

Pressure moisture time Pressure moisture time Pressure moisture time

(cm) content (days) (cm) content (days) (cm) content (days)

mwce mwce mwce
109.2 0.139 2 104.95 0.401 16 96.95 0.080 2
83.3 0.131 3 83.6 0.409 14 83.45 0.085 8
62.8 0.133 7 65.5 0.413 2 62.45 0.074 2
52.6 0.137 4 53.1 0.413 3 52.3 0.073 1
46.5 0.140 10 46.5 0.410 1 46.1 0.157 7
353 0.152 6 353 0.413 10 37.3 0.206 6
23.8 0.166 2 23.8 0.421 7 30 0.277 4
14.0 0.212 5 17.5 0.424 7 17 0.375 9
5.7 0.289 6 8.5 0.434 7 6.1 0.404 10
mdc mdc mdc
5.7 0.289 6 8.5 0.434 7 12 0.390 1
12 0.270 3 32 0.414 1 22 183.500 3
22 0.224 6 42 0.412 1 32 0.375 2
32 0.197 2 52 0.411 1 42 0.373 1
42 0.176 3 72 0.410 2 52 0.347 3
52 0.170 4 102 0.408 3 72 0.255 2
72 0.155 2 1000 0.355 7 102 0.125 7
102 0.148 4 3000 0.331 6 1000 0.068 1
1000 0.116 5 5000 0.312 3 3000 0.010 1
3000 0.097 7
5000 0.092 3 pdc
2 0.404 1
12 0.405 2
22 0.402 1
32 0.393 2
42 0.390 2
52 0.374 3
72 0.279 7
102 0.122 7
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Table E2.6 — Moisture retention measurements for samples NW17 — NW18.

nwl7 nwl8 nwl9

Pressure moisture time Pressure moisture time Pressure moisture  time

(cm) content (days) (cm) content (days) (cm) content  (days)

mwc mwc mwc
102.8 0.059 7 102.7 0.099 5 105.7 0.129

82.6 0.061 3 83 0.096 2 84.3 0.146 7
62.8 0.058 4 62 0.094 1 63.2 0.207 12
52.5 0.056 2 54.7 0.088 7 53.1 0.214 5
43.8 0.151 7 43.2 0.087 5 44.8 0.248 6
32.5 0.233 3 33.8 0.214 10 322 0.296 1
22.7 0.318 10 23.3 0.295 7 22.2 0.338 5
12.9 0.381 8 12.5 0.397 12 13.6 0.357 3
2.4 0.407 8 4.3 0.423 2 2.3 0.398 8

mdc mdc mdc
22 0.389 3 22 0.405 2 12 0.379 3
32 0.377 1 32 0.393 3 22 0.374 2
42 0.365 3 42 0.349 3 32 0.356 2
52 0.325 4 52 0.298 4 42 0.353 2
72 0.201 2 72 0.202 5 52 0.341 3
102 0.098 4 102 0.091 2 72 0.297 2
1000 0.063 2 102 0.218 4
3000 0.061 2 1000 0.080 1
5000 0.059 1 3000 0.069 2
5000 0.067 1

pde pde pde
2 0.407 1 2 0.430 1 2 0.408 2
12 0.409 2 12 0.404 3 12 0.406 2
22 0.394 2 22 0.408 1 22 0.385 2
32 0.391 2 32 0.396 1 32 0.376 2
42 0.391 2 42 0.365 3 42 0.374 2
52 0.368 2 52 0.262 2 52 0.371 2
72 0.229 3 72 0.145 4 72 0.355 2
102 0.088 2 102 0.068 2 102 0.240 5
1000 0.049 4 1000 0.045 4 1000 0.063 4

5000 0.041 3
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Table E2.7 — Moisture retention measurements for samples NW20 — NW22,
nw2( nw21 nw22

Pressure moisture time Pressure moisture time Pressure moisture time

(cm) content (days) (cm) content (days) (cm) content (days)

mwce mwce mwce
105.7 0.061 5 100 0.051 2 102.7 0.067
84.3 0.054 2 73.6 0.050 3 74.1 0.068 4
63.2 0.047 3 53.3 0.048 4 53.7 0.068
53.1 0.047 5 42.4 0.047 1 42.5 0.081 10
44.8 0.047 1 33.7 0.185 8 322 0.080 1
322 0.088 6 26.1 0.263 7 25 0.297 7
22.2 0.267 9 14.3 0.357 7 16.9 0.363 6
13.6 0.363 9 6.3 0.376 4 6 0.378 4
2.3 0.392 9
mdc mdc mdc
22 0.373 3 12 0.365 5 12 0.366 3
32 0.360 3 22 0.358 2 22 0.368 2
42 0.339 2 32 0.347 2 32 0.367 2
52 0.274 4 42 0.317 6 42 0.345 2
72 0.179 5 52 0.238 4 52 0.305 2
102 0.081 2 72 0.153 3 72 0.212 2
1000 0.066 1 102 0.079 3 102 0.119 2
3000 0.071 3 1000 0.079 2 1000 0.121 1
5000 0.069 1 5000 0.079 1 5000 0.107 3
pdc pdc pdc
2 0.401 1 2 0.440 5 2 0.406 5
12 0.389 2 12 0.430 2 12 0.397 1
22 0.392 2 22 0.423 5 22 0.383 1
32 0.364 3 32 0.417 5 32 0.376 2
42 0.351 2 42 0.392 2 42 0.357 5
52 0.286 5 52 0.344 7 52 0.324 4
72 0.171 4 72 0.344 1 72 0.241 1
102 0.063 10 102 0.099 2 102 0.109 3
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Table E2.8 — Moisture retention measurements for samples NW23 — NW25,

nw23 nw24 nw25
Pressure moisture  time  Pressure moisture  time  Pressure moisture time
(cm) content  (days) (cm) content  (days) (cm) content (days)

mwc mwc mwc
102.42 0.037 5 102.5 0.053 5 100.8 0.056 5
72.2 0.039 4 73.6 0.049 2 73.8 0.057 4
52.6 0.038 2 52 0.046 2 53 0.057 2
42.4 0.037 1 42 0.044 2 42.7 0.059 1
32.7 0.038 2 32 0.044 1 32.7 0.059 2
25.6 0.167 12 29.2 0.178 11 30.4 0.137 9
13.9 0.323 10 16.1 0.289 6 12.5 0.241 6
6.9 0.351 7 10 0.334 7 9.1 0.294 7

mdc mdc
mdc 12 0.326 2 12 0.286 2
12 0.348 2 22 0.308 3 22 0.260 5
22 0.335 2 32 0.284 2 32 0.232 2
32 0.314 2 42 0.253 2 42 0.189 2
42 0.276 3 52 0.206 2 52 0.152 2
52 0.238 3 72 0.185 2 72 0.105 6
72 0.159 3 102 0.120 4 102 0.083 5
102 0.111 2 1000 0.113 2 1000 0.114 2
5000 0.110 1 5000 0.098 1

pdc pdc pdc
2 0.393 2 2 0.375 3 2 0.374 2
12 0.386 4 12 0.356 4 12 0.364 3
22 0.372 3 22 0.337 3 22 0.340 2
32 0.346 5 42 0.280 9 32 0.282 5
42 0.304 6 52 0.233 11 42 0.247 3
52 0.262 4 72 0.229 1 52 0.246 2
72 0.218 5 102 0.222 1 72 0.225 1
102 201 11 102 0.072 13
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Table E2.9 — Moisture retention measurements for samples NW27.
nw27

Pressure moisture time

(cm) content (days)

mwce
105.2 0.014 7
74.5 0.013 2
52.8 0.013 2
43 0.013 2
33.8 0.015 4
32.1 0.080 5
15.5 0.240 5
6.8 0.323 7
mdc
12 0.307 2
22 0.293 5
32 0.293 1
42 0.188 4
52 0.109 3
72 0.062 3
102 0.060 2
1000 0.057 1
5000 0.056 1
pdc
2 0.386 3
12 0.384 3
22 0.357 2
32 0.278 7
42 0.174 6
52 0.091 1
72 0.054 2
102 0.048 1
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NW1 Moisture Characteristic Curves
Coarse sand w/pebbles: 0.30 m bgs
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Figure E2.1 — Moisture Characteristic Curves for sample NW1 — coarse grained
sand. Sample location approximately 030 meters bgs.
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NW2 Moisture Characteristic Curves
Coarse sand w/pebbles: 0.61 m bgs
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Figure E2.2 — Moisture Characteristic Curves for sample NW2 — coarse grained
sand. Sample location approximately 0.61 meters bgs.
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NW4 Moisture Characteristic Curves
Coarse sand (no pebbles): 1.5 m bgs
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Figure E2.3 — Moisture Characteristic Curves for sample NW4 — coarse grained
sand. Sample location approximately 1.5 meters bgs.
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NW5 Moisture Characteristic Curves
Gravel in silty matrix: 1.8 m bgs
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Figure E2.4 — Moisture Characteristic Curves for sample NWS5 — gravel. Sample
location approximately 1.8 meters bgs.
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NW6 Moisture Characteristic Curves
Silty fine sand: 2.7 m bgs
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Figure E2.5 — Moisture Characteristic Curves for sample NW6 — silty fine sand.
Sample location approximately 2.7 meters bgs.

238



NW?7 Moisture Characteristic Curves
Fine sand: 3.0 m bgs
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Figure E2.6 — Moisture Characteristic Curves for sample NW7 — fine sand.
Sample location approximately 3.0 meters bgs.

239



NW8 Moisture Characteristic Curves
Fine sand: 3.4 m bgs
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Figure E2.7 — Moisture Characteristic Curves for sample NW8 — fine sand.
Sample location approximately 3.4 meters bgs.
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NW9 Moisture Characteristic Curves
Fine sand: 3.7 m bgs
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Figure E2.8 — Moisture Characteristic Curves for sample NW9 — fine sand.
Sample location approximately 3.7 meters bgs.
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NW10 Moisture Characteristic Curves
Fine-med sand: 4.3 m bgs
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Figure E2.9 — Moisture Characteristic Curves for sample NW10. Sample location
approximately 4.3 meters bgs.
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NW11 Moisture Characteristic Curves

Silty sand: 4.6 m bgs
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Figure E2.10 — Moisture Characteristic Curves for sample NW11 — fine sand.

Sample location approximately 4.6 meters bgs.
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NW12 Moisture Characteristic Curves
Silty sand: 4.9 m bgs
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Figure E2.11 — Moisture Characteristic Curves for sample NW12 — silty sand.
Sample location approximately 4.9 meters bgs.
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NW13 Moisture Characteristic Curves
Sandy clay - 5.2 m bgs
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Figure E2.12 — Moisture Characteristic Curves for sample NW13 — sandy clay.
Sample location approximately 5.2 meters bgs.
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NW14 Moisture Characteristic Curves
Pebbly Clay - 5.8 m bgs

i *
- *
i |
3 | | MWC data
10°F \0 TS MDC data
i \ ————— MWC fit
1 \ — — — — MDC fit
C v
o] \ Initial MC = 0.1679
81 02 _ 1S In situ MC = 0.12
T | 10
c | B N
o | LR N
7]
S [ wPp t . - *.
V arameters
|£, 1 \-\'\\Q
10 MWC MDC ‘<
- alpha: 0.104 0.073 N
B n: 2.544 1.780 \
L sat: 0.314 0.312 .
L res: 0.124 0.097 )
| R%: 0.999 0.989 0
I
100 | | l | | l | | l ° | | l |
0 0.1

: : : Q.
Volumetric Moisture Content (cc/cc)

Figure E2.13 — Moisture Characteristic Curves for sample NW14 — pebbly clay.
Sample location approximately 5.8 meters bgs.
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NW15 Moisture Characteristic Curves

Fine clay - 6.1 m bgi
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Figure E2.14 — Moisture Characteristic Curves for sample NW15 — clay. Sample

location approximately 6.1 meters bgs.
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NW16 Moisture Characteristic Curves
Fine sand - 6.4 m bgs
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Figure E2.15 — Moisture Characteristic Curves for sample NW16 — fine sand.
Sample location approximately 6.4 meters bgs.
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NW17 Moisture Characteristic Curves
Fine sand - 6.7 m bgs
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Figure E2.16 — Moisture Characteristic Curves for sample NW17 — fine sand.
Sample location approximately 6.7 meters bgs.
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NW18 Moisture Characteristic Curves

Fine sand - 7.6 m bgs
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Figure E2.17 — Moisture Characteristic Curves for sample NW18 — fine sand.

Sample location approximately 7.6 meters bgs.
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NW19 Moisture Characteristic Curves

Fine sand - 7.3 m bgs
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Figure E2.18 — Moisture Characteristic Curves for sample NW19 — fine sand.

Sample location approximately 7.3 meters bgs.
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NW20 Moisture Characteristic Curves
Fine,sand - 7.9 m bgs
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Figure E2.19 — Moisture Characteristic Curves for sample NW20 — fine sand.
Sample location approximately 7.9 meters bgs.
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NW21 Moisture Characteristic Curves
Med - fine sand: 8.2 m bgs
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Figure E2.20 — Moisture Characteristic Curves for sample NW21 — fine to medium
sand. Sample location approximately 8.2 meters bgs.
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NW22 Moisture Characteristic Curves
Silty fi‘ne sand: 8.8 m bgs
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Figure E2.21 — Moisture Characteristic Curves for sample NW22 — silty fine sand.
Sample location approximately 8.8 meters bgs.
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NW23 Moisture Characteristic Curves
Coarse-fine sand: 9.1 m bgs
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Figure E2.22 — Moisture Characteristic Curves for sample NW23 — fine to coarse
sand. Sample location approximately 9.1 meters bgs.

255



NW24 Moisture Characteristic Curves
Coarse-fine sands: 9.8 m bgs
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Figure E2.23 — Moisture Characteristic Curves for sample NW24 — fine sand.
Sample location approximately 9.8 meters bgs.
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NW25 Moisture Characteristic Curves
Coarse;fine sand w/pebbles: 10.4 m bgs
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Figure E2.24 — Moisture Characteristic Curves for sample NW25 — coarse to fine
sand. Sample location approximately 10.4 meters bgs.
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NW27 Moisture Characteristic Curves
Coarse sand w/pebbles: 11.0 m bgs
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Figure E2.25 — Moisture Characteristic Curves for sample NW27 — coarse sand.
Sample location approximately 11 meters bgs.
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Appendix F

Sample Saturation Procedures
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F.1 Required Equipment

Vacuum chamber

Vacuum pump (600 mm Hg)
CO; canister

Water deaerator

F.2 Introduction

The porosity of a sample is the ratio of the volume of the void spaces, within the
porous medium, to the total volume of the sample. To determine the volume of the void
spaces, the voids must be completely filled with a fluid that can be measured (weighed).
By flushing the samples with CO, gas, then saturating the samples under a vacuum, the
pores (in theory) will be completely filled with water, allowing calculation of sample
porosity (Klute, 1986). ASTM standards for saturating samples to determine hydraulic
conductivity (ASTM D 2434) and methods described in Klute (1986 pg 650-652) were
referenced for direct measurements of porosity. Porosity was also estimated using bulk

density values for each sample by

p=1-Ld (F-1)
Py

where ¢ is porosity, p, is sample dry bulk density, p, is the particle density, assumed to

equal 2.65 g cm” since the majority of the samples are composed of silica sand (Jury et

al., 1991).
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F.3 Procedures

Place oven dried, pre-weighed samples in the saturation chamber (see Figure F.1).
Place the lid on the chamber and evacuate the chamber to 600 mm Hg vacuum,
using a vacuum pump.

Fill the chamber with CO; gas to ensure saturation of small internal pores (CO; is
more soluble in water than oxygen, and should prevent entrapment of air within
the pores).

Evacuate the chamber again using the vacuum pump (to the same vacuum
pressure as before).

Under a vacuum, fill the chamber with a deaerated thymol solution.
Approximately 1 gram of thymol (1-(CH(CH3)CHjs)-2-(OH)-4-(CH3)-CgH3) per
gallon of water is used to inhibit bacterial growth (it does not significantly change
the density of the water or the resistivity of the sample). ASTM standards
recommend a 0.005M CaSOj solution be used to inhibit flocculation of clays
(Klute, 1986) for samples containing greater than 10% clay particles, however
preliminary tests showed that this solution increased the degree of compaction in
the coarse grained sandy deposits of undisturbed samples (see Appendix C).
Since the majority of the deposits contain less than 10% clay particles, we used
tap water from the infiltration site (at ~860 puS/cm electrical conductivity) and 1
gram per gallon thymol as the wetting solution.

Allow samples to saturate for approximately one hour, place on a towel to remove
excess moisture retained along edges of the ring (see Porosity Over-estimation

Study), and weigh to obtain saturation weight.
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7. Porosity is calculated by dividing the mass of the water (wet sample weight — dry

sample weight) by the total volume of the sample.

Saturation Chamber

Water

reservoir

Water trap

Vacuum chamber
Stop
/ cocks

/ﬂ_-ﬁ ®

QO

Vacuum /\/\_/\
pump Deaerated water

<— CO2tank

Instructions:

*Place air dry soil samples on rack in vacuum chamber
*Vacuum chamber at 600 mm Hg

*Flush chamber with CO2 to replace air in sample voids
*Repeat vacuum/CO?2 flushing 1-2 times

*Saturate samples under a vacuum making sure water has
been deaerated under same vacuum pressure (a priori)

*Allow samples to stand in water under a vacuum (water
level approx. half way up sample rings) for approx. 1-2
hours depending on texture (well sorted coarse grained
sands take longer to saturate).

Figure F.1 — Saturation chamber, vacuum pump, and CO, tank.
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Appendix G

Saturated Hydraulic Conductivity Measurement Procedures
and Measured Data
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G.1 Introduction

The hydraulic conductivity of a porous material is qualitatively defined as the
ability of a saturated porous medium to transmit fluids. The physical relationship often
used to describe fluid flow through porous materials is Darcy’s law, (Klute, 1986 pg

735) defined by

4=-KO)%F
z (G-1)

where ¢ is the flux density [LT™], also referred to as the Darcy velocity, or apparent
velocity (i.e., the volumetric flux per unit cross-sectional area of the flow region per
unit time), K(6) is the hydraulic conductivity [LT™'], referred to as the saturated
hydraulic conductivity (K) when the interstitial pores are completely filled with fluids,
and OH/0z [LL"] is the driving force, expressed as the negative gradient of the
hydraulic head, composed of both the gravitational head (z) and the pressure head (%) by
H=h+z (G-2)

The saturated hydraulic conductivity of a porous medium can be calculated from

direct measurements of flux, hydraulic head, and column dimensions by

_ 9L
 A*AH (G-3)
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where Q is the volumetric flux [L’T™], 4 is the cross sectional area of the column [L?],
AH is the difference between the hydraulic head [L] at the flux inlet and outlet through
the column (see Figure 1), and L is the column length [L].

There are two general laboratory methods for determination of the saturated
hydraulic conductivity of porous materials: the constant head method and the falling
head method (Stephens, 1995 pg 139). Column permeameters are used in both
procedures with a constant head flux for deposits with a relatively high permeability,
typically ranging from 1 to 10° cm s and a falling head flux for materials with a low
permeability ranging from 102 to 107 cm s™ (Stephens, 1995 pg 140). In the constant
head permeameter (Figure G-1), water is introduced into a saturated sample column by
maintaining inflow and outflow reservoirs at constant positions relative to the sample
column (Stephens, 1995 pg 139). In a falling-head permeameter, water is introduced to
a saturated sample column by gravity drainage from a standpipe (or burette) while the
head on the downstream end remains constant (Figure G.2).

Applicability of Darcy’s law for calculating hydraulic conductivity depends on
maintaining laminar flow conditions during analysis. According to ASTM standards for
permeability measurements of coarse materials (using the constant head method), the
following conditions are necessary for ensuring laminar flow throughout the test: 1)
continuity of flow with no soil volume change during the test; 2) flow with the soil
voids saturated with water and no air bubbles in the soil voids; 3) flow in the steady
state with no changes in hydraulic gradient; and 4) direct proportionality of velocity of

flow with hydraulic gradient below values at which turbulent flow begins (velocities
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Figure G.1 — Constant head permeameter device.
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Figure G.2 — Falling head permeameter.
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associated with Reynolds numbers (G-9) between 1 and 10 for porous medium; Fetter,
(1988 pg 143). Modification of Darcy’s law is often used to calculate hydraulic

conductivity using the falling-head method (Stephens, 1995 pg 139) by

k=Lt (G-8)
At \ H,

where 4 and L are the sample column’s cross-sectional area [L*] and length [L],
respectively, a and is the burette’s (or standpipe’s) cross-sectional area [L*], ¢ is the time
between measurements, and H; and H, are the water levels in the burette at #; and 15,
respectively.

G.2 Constant Head Permeameter Method
G.2.1 Required Equipment

Nalgene flexible tubing
Permeameter frame

Water reservoir

Sample holders

Stop watch

4 - 50 ml graduated cylinders

G.2.2 Methods

1. Saturate samples in vacuum chamber (as described in Appendix C).

2. Place samples in the sample holders (see Figure G.1).

2. Tighten nuts on sample holder to prevent leaking.

3. Make sure tubing clamps are closed, then fill the constant head tank with tap
water allowing overflow to drain into sink until a constant head is established.

4. Open clamps allowing flow through samples.
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5. Once a steady flow rate is established, measure volume of outflow per time using
a graduated cylinder (steady state assumed when dH remains constant in all
manometers).

6.  Measure the head difference for each permeameter from the water level in the
manometer to the outlet location of the sample (drip location).

G.3 Falling Head Permeameter Method
G.3.1 Required Equipment

Burette w/stop cock
Permeameter (Figure G-2)
Timer

G.3.2 Methods

1. Saturate sample in vacuum chamber (as described in Appendix C).

2. Place sample in permeameter (see Figure G.2).

3. Tighten nuts on permeameter to prevent leaking.

4.  Make sure stop-cock on burette is closed then fill burette with water marking
initial water level.

5. Settimer and open stock-cock allowing water to flow through the sample.

6. At each time interval, measure water level drop in burette.

7. Repeat process for 2-3 time intervals.

G.4 Measured Data

Preliminary tests conducted with the constant head permeameter device indicated
that flow would not occur through fully saturated samples until the difference in head
between the water reservoir and the permeameter outlet port was greater than 60-70 cm

(greater than air entry pressure), therefore we constructed the water reservoir
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approximately 70 cm higher than the top of the permeameters. In hind-sight, we
recognize that the large head was required to induce flow due to entrapped air in the
bottom section of the permeameter (below the saturated sample). In any event, the
Reynolds number (equation G-9) for each sample was calculated to be less than 1.0
which is the lower critical Reynolds number for laminar flow (1<Re<10, Fetter, 1994
pg 143). The lower critical Reynolds number sets a limit below which laminar flow
will always occur (Vennard & Street, 1982 pg 283). Since the screen in contact with
the sample at each end of the permeameter has a much higher permeability than the
samples measured, we assume that the entrapped air passed through the ring along the
edges (largest pore space) and exited the top of the permeameter upon immediate
contact (i.e., excessive sample disturbance did not occur as the entrapped air passed
through the ring).

_pvd
u

Re

(G-9)

where p is the density of water (g/cm’), v is the fluid velocity (cm/s), d is the diameter

of the pore (cm), and y is the viscosity of the fluid (g/s*cm).
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Table G.1 — Measured hydraulic conductivity data for STVZ samples collected

from the NW core.
sample | depth height AH area Q K K
Run| ID (m) |description| (cm) (cm) (em®) |(cm’/sec)| (cm/sec) |(cm/day)| Re

1 | NWI [0.4572| coarse 4.3 81 25.52 0.825 |1.72E-03| 148.29 10.114
2 | NWI1 | 0.4572 sand 4.3 80.9 25.52 0.883 |1.84E-03| 158.97 [0.122
3 | NWI [0.4572 | w/pebbles 4.3 81.2 25.52 0.883 |1.83E-03| 158.38 [0.122
average | 1.80E-03| 155.22 |0.119

stdev  |6.95E-05| 6.00 [0.005

1 | NW2 |0.6096 | coarse 3.6 81.5 25.52 1.000 |1.73E-03| 149.56 |0.109
2 | NW2 | 0.6096 sand 3.6 81.5 25.52 1.033 |1.79E-03| 154.55 [0.113
3 | NW2 |0.6096 | w/pebbles 3.6 81.5 25.52 1.083 |1.88E-03| 162.02 |0.118
average | 1.80E-03| 155.38 |0.114

stdev |7.26E-05| 6.27 |0.005

1 | NW4 | 1.524 coarse 3.8 68.4 25.52 4.600 |1.00E-02] 865.29 10.398
2 | NW4 | 1.524 sand 3.8 66.2 25.52 5.000 |1.12E-02| 971.78 |0.433
3 | NW4 | 1.524 |no pebbles 3.8 66.3 25.52 5.200 |1.17E-02|1009.13]0.450
average | 1.10E-02| 948.73 |0.427

stdev |8.64E-04| 74.64 |0.026

1 | NW5 | 1.829 [silty gravel| 4.2 81.5 25.52 0.650 [1.31E-03| 113.42 10.040
2 | NWS5 | 1.829 4.2 81.5 25.52 0.608 |1.23E-03| 106.15 |0.037
3 | NW5 | 1.829 4.2 81 25.52 0.592 |1.20E-03| 103.88 [0.036
average | 1.25E-03| 107.81 |0.038

stdev |5.77E-05| 4.98 10.002

1 | NW6 | 2.743 | silty sand 4 82.2 25.52 0.933 |1.78E-03| 153.78 |0.021
2 [ NW6 | 2.743 4 82.2 25.52 0.933 |1.78E-03| 153.78 10.021
3 | NW6 | 2.743 4 81.9 25.52 0.950 |1.82E-03| 157.10 |0.021
average | 1.79E-03| 154.89 |0.021

stdev |2.22E-05| 1.92 ]0.000

1 | NW7 | 3.048 | fine sands 4 73.5 25.52 3.267 |6.97E-03| 601.94 |0.158
2 | NW7 | 3.048 4 73.8 25.52 3.400 |7.22E-03| 623.96 [0.165
3 | NW7 | 3.048 4 74 25.52 3.400 |7.20E-03| 622.27 |0.165
average | 7.13E-03| 616.06 |0.163

stdev | 1.42E-04| 12.26 |0.004

1 | NWS8 | 3.353 | fine sand 4.1 72.5 25.52 1.775 [3.93E-03| 339.87 [0.087
2 | NWS8 | 3.353 | w/pebbles 4.1 73 25.52 1.975 |4.35E-03| 375.58 |0.097
3 | NW8 | 3.353 4.1 73 25.52 1.775 [3.91E-03| 337.55 [0.087
average |4.06E-03| 351.00 [0.091

stdev |2.47E-04| 21.32 |0.006
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Table G.1 — (continued).

sample | depth height AH area K K
Run| ID (m) |description| (cm) (cm) (em®) |(cm’/sec)| (cm/sec) |(cm/day)| Re

1 | NW9 | 3.658 | fine sand 4.1 81.5 25.52 0.467 [9.20E-04| 79.49 [0.025
2 | NW9 | 3.658 |w/clayand| 4.1 81 25.52 0.458 |9.09E-04| 78.55 |0.024
3 | NW9 | 3.658 | pebbles 4.1 81.5 25.52 0.450 |8.87E-04| 76.65 ]0.024
average |9.05E-04| 78.23 ]0.024

stdev |1.67E-05| 1.45 ]0.000

1 | NWI10 | 4.267 | fine-med 4.1 81.4 25.52 0.933 |1.84E-03| 159.17 |{0.045
2 [NWI10 | 4.267 | sands w/ 4.1 81.6 25.52 0.867 |1.71E-03| 147.44 [0.042
3 | NWI10 | 4.267 | pebbles 4.1 81.6 25.52 0.867 |1.71E-03| 147.44 0.042
average | 1.75E-03] 151.35 10.043

stdev |7.84E-05| 6.77 |0.002

1 | NWI11 | 4.572 | silty sand 3.5 81 25.52 1.433 |2.43E-03| 209.70 10.051
2 | NWI11 | 4.572 3.5 81 25.52 0.136 |2.31E-04| 19.95 |0.005
3 | NWI11 | 4.572 3.5 80.5 25.52 1.517 |2.58E-03| 223.27 |0.054
average |1.75E-03| 150.98 [0.036

stdev | 1.32E-03| 113.67 |0.027

1 | NWI12 | 4.877 | silty sand 4.1 73.5 25.52 2.150 |4.70E-03| 406.08 ]0.091
2 | NWI12 | 4.877 4.1 73.5 25.52 2.425 |5.30E-03] 458.02 |0.102
3 |NWI12 | 4.877 4.1 73.5 25.52 2.150 |4.70E-03| 406.08 ]0.091
average |4.90E-03| 423.39 10.094

stdev  |3.47E-04| 29.99 [0.007

1 | NW14 | 5.7912 | pebbly, 4 83.3 25.52 0.383 |7.21E-04| 62.33 ]0.001
2 [ NWI14]5.7912 | sandy, 4 83 25.52 0.383 |7.24E-04| 62.55 ]0.001
3 | NW14 | 5.7912 clay 4 83 25.52 0.383 |7.24E-04| 62.55 |0.001
average |7.23E-04| 62.48 |0.001

stdev |1.51E-06| 0.13 ]0.000

1 | NW16 | 6.4008 | fine sand 3.4 717.5 25.52 2.233 |3.84E-03| 331.75 |0.067
2 | NWI16 | 6.4008 3.4 78.9 25.52 2.200 |3.72E-03] 321.00 | 0.066
3 | NW16 | 6.4008 3.4 79.4 25.52 2.100 |3.52E-03| 304.48 |0.063
average |3.69E-03| 319.07 |0.065

stdev | 1.59E-04| 13.74 |0.002

1 | NW17]6.7056 | fine sand 4 74.3 25.52 2.600 |5.49E-03] 473.93 10.090
2 | NW17 ] 6.7056 4 74.4 25.52 2.733 |5.76E-03| 497.57 |10.094
3 | NWI17]6.7056 4 75 25.52 2.750 |5.75E-03] 496.60 |0.095
average |5.66E-03| 489.37 |0.093

stdev | 1.55E-04| 13.37 |0.003
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Table G.1 — (continued).

sample | depth height AH area K K

Run| ID (m) |description| (cm) (cm) (em®) |(cm’/sec)| (cm/sec) |(cm/day)| Re

1 | NWI19|7.3152 | oxidized 3.7 83 25.52 0.517 [9.03E-04| 77.98 [0.012

2 | NW19 | 7.3152 | silty sand 3.7 82.9 25.52 0.517 |9.04E-04| 78.08 |0.012

3 |NWI19]7.3152 3.7 83 25.52 0.517 [9.03E-04| 77.98 [0.012

average |9.03E-04| 78.02 [0.012

stdev  |6.29E-07| 0.05 ]0.000

1 | NW20 | 7.9248 | fine sand 4.3 76 25.52 3.000 |6.65E-03| 574.71 {0.123

2 | NW20 | 7.9248 4.3 76 25.52 3.000 |6.65E-03| 574.71 [0.123

3 | NW20 | 7.9248 4.3 76 25.52 2.917 |6.47E-03| 558.75 10.119

average |6.59E-03| 569.39 |0.121

stdev |1.07E-04| 9.22 |0.002

1 | NW21 | 8.2296 | med-fine 4.2 72.8 25.52 3.675 |8.31E-03| 717.88 |0.157

2 | NW21 | 8.2296 sand 4.2 73 25.52 3.500 |7.89E-03| 681.82 |0.149

3 | NW21 | 8.2296 4.2 73.8 25.52 3.690 |8.23E-03| 711.04 |0.158

average |8.14E-03| 703.58 [0.155

stdev |2.22E-04| 19.15 |0.005

1 | NW22 | 8.8392 | silty fine 3.7 73.8 25.52 2.133 |4.19E-03| 362.14 |0.078

sand

2 | NW22 | 8.8392 3.7 73.9 25.52 2.100 |4.12E-03| 356.00 |0.076

3 | NW22 | 8.8392 3.7 74 25.52 2.033 |3.98E-03| 344.23 10.074

average |4.10E-03| 354.13 |0.076

stdev |1.05E-04| 9.10 [0.002

1 | NW23 |10.0584| coarse-fine 4 77.2 25.52 2.533 |5.14E-03| 444.44 10.104

2 [ NW23110.0584| sand - 4 77.2 25.52 2.633 |5.35E-03| 461.98 |0.108
some silt

3 | NW23 |10.0584 4 77.2 25.52 2.633 |5.35E-03] 461.98 |0.108

average |5.28E-03| 456.13 |0.107

stdev |3.91E-05| 3.38 ]0.001

1 | NW24 | 9.7536 |coarse-fine| 4.1 76.9 25.52 2.300 |4.81E-03] 415.20 |0.255

2 | NW24|9.7536 sand 4.1 76.8 25.52 2.350 |4.92E-03| 424.78 |0.261
w/pebbles

3 | NW24 ]9.7536 4.1 76.9 25.52 2.450 |5.12E-03| 442.28 10.272

average |4.95E-03| 427.42 10.263

stdev | 1.59E-04| 13.73 [0.008

1 | NW25 |10.3632| coarse-fine| 4.2 78.5 25.52 2.200 |4.61E-03| 398.54 |0.125

2 [ NW25]10.3632| sand 4.2 78.9 25.52 2.275 |4.75E-03| 410.04 |0.129
w/pebbles

3 | NW25 |10.3632 4.2 78.5 25.52 2.100 |4.40E-03| 380.43 |0.119

average |4.59E-03| 396.34 10.125

stdev |1.73E-04| 14.93 |0.005
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Table G.1 — (continued).

sample | depth height AH area Q K K
Run| ID (m) |description| (cm) (cm) (em®) |(cm’/sec)| (cm/sec) |(cm/day)| Re

1 | NW27 |10.3632|coarse-fine| 4.2 78.5 25.52 2.200 |4.61E-03| 398.54 |0.345

2 | NW27110.3632| sand 4.2 78.9 25.52 2.275 |4.75E-03| 410.04 [0.356
w/pebbles

3 | NW27 110.3632 4.2 78.5 25.52 2.100 4.40E-03| 380.43 |0.329

average [4.59E-03| 396.34 [0.343

stdev. |1.73E-04| 14.93 |0.014
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Appendix H

Particle Size Analysis Procedures and Measured Data
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H.1 Introduction

Particle size analysis (PSA) is a measurement of the size distribution of individual
particles in a soil sample. Any procedures followed should clearly specify the
pretreatment, the separation method, and the purpose for which the size analysis is
intended for a particular soil (Klute, 1986). The standard PSA procedures are as
follows:

H.2 Pretreatment of samples

For the deposits which contain large quantities of iron oxide minerals, the samples
need to be pre-treated with a bi-carbonate-buffered sodium dithionite-citrate system.
Optimum pH for maximum iron oxide removal is ~7.3 (the bi-carbonate buffer holds
the pH at this level). If the iron-oxides are part of the dominant mineralogy, it is not
recommended that they be removed.

H.3 Separation of >2mm grains

1. Oven dry samples and record total mass
2. Sieve sample to remove the >2mm particles (10 mesh sieve)
3. Weigh and record the >2mm portion and the <2mm portion

H.4 Particle size analysis of sands

1. Use sieve method for analysis of sand sized particles. The sieve sizes for the
individual particle ranges are listed in Table H.1. The sieves are stacked from

highest to lowest mesh opening.
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Pre-weigh and record the sieves and place the sand particles in the top sieve
(largest mesh opening).

Cover the sieve stack and tape the outside of the stack to prevent the stack from
tipping over during the process.

Shake sieves on shaker stand of equivalent device for approximately 10 minutes
Weigh the individual sieves and the sands.

Remove particles from sieve openings and wipe out sieves between sample
measurements.

Determine the sand weight by subtracting the sieve weight from the combined
weight.

After all measurements are made, determine the percent by weight of each
particle size by dividing the individual weights by the total mass of the sample
and multiplying by 100.

Calculate percent finer than by weight by subtracting the percent by weight of the

cumulative particle sizes from 100:

Example: 4mm particles 10% (of total mass) 90% finer than 4mm
2mm particles 20% 70% finer than 2mm
Imm particles 50% 20% finer than 1 mm
.05 mm particles 20% 0% finer than .05 mm

Table H.1 — Udden Wentworth particle size scale for sand size particles (Prothero
and Schwab, 1996).

Particle Description (sieve) Particle Size ¢ Values
very coarse sand (#20) 1-2 mm -1-0
coarse sand (#40) 0.5-1 mm 0-1
medium sand (#60) 0.25-0.5 mm 1-2
fine sand (#150) 0.16-0.25 mm 2-3
very fine sand (#270) 0.053-0.16 mm 3-4
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Table H.2 — Particle size distribution data for the NW core deposits.

smallest
grain size NWI1 NwW2 NW4 NW5 NW7 NWS NW9 NWI10
(l’Ill’Il) sieve # Wt fraction wt fraction wt fraction wt fraction wt fraction wt fraction wt fraction wt fraction

<.053  bottom 0.007 0.010 0.004 0.032 0.015 0.019 0.027 0.031
0.053 270 0.008 0.017 0.018 0.023 0.121 0.128 0.071  0.073
0.106 140 0.032 0.065 0.104 0.057 0.467 0428 0.302 0.430

0.25 60 0.228 0.276  0.557 0.162 0.372 0.211 0.359 0.366
0.5 35 0315 0.278 0.284 0200 0.019 0.031 0.129 0.078

1 18 0.139 0.108 0.026 0.156 0.003 0.030 0.029 0.022

2 10 0.270 0.244 0.006 0369 0.004 0.153 0.084 0.000
grain size NWI1 NWI12 NWI16 NW17 NWI18 NWI9 NW20 NW2I
(mm) SieVe # wt fraction wt fraction wt fraction wt fraction wt fraction wt fraction wt fraction wt fraction

<053  bottom 0.034 0.021 0.020 0.017 0.011 0.091 0.008 0.010
0.053 270 0.181 0.133 0.245 0.157 0.141 0.281 0.089  0.090
0.106 140 0.616 0.629 0.720 0.788 0.818 0.596 0.802 0.764

0.25 60 0.145 0.192 0.010 0.038 0.029 0.025 0.097 0.122

0.5 35 0.016 0.011 0.001 0.000 0.000 0.004 0.003 0.012

1 18 0.004 0.004 0.000 0.000 0.000 0.001 0.000 0.001

2 10 0.005 0.010 0.004 0.000 0.000 0.002 0.000 0.000
grain size NW22 NW23 NW24 NW25 NW27
(mm) sieve#  wt fraction wt fraction wt fraction wt fraction wt fraction

<053  bottom 0.022 0.023 0.028 0.020  0.004
0.053 270 0.179  0.122 0.090 0.055 0.014
0.106 140 0.722 0543 0451 0.261 0.303

0.25 60 0.072  0.256  0.357 0.443  0.489
0.5 35 0.004 0.043 0.045 0.163 0.116
1 18 0.001  0.008 0.000 0.033 0.030
2 10 0.000 0.006 0.029 0.024 0.044
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Figure H.1 — Particle size distribution curve for sample NW1.
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Figure H.2 — Particle size distribution curve for sample NW2.
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Figure H.3 — Particle size distribution curve for sample NW4,
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Figure H.4 — Particle size distribution curve for sample NWS5.
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Figure H.S — Particle size distribution curve for sample NW7.
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Figure H.6 — Particle size distribution curve for sample NW8.
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Figure H.7 — Particle size distribution curve for sample NW9.
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Figure H.8 — Particle size distribution curve for sample NW10.
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Figure H.9 — Particle size distribution curve for sample NW11.
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Figure H.10 — Particle size distribution curve for sample NW12.
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van Genuchten Fit to Data - NW 16

T~

fraction finer than "d"

T~

I T

XXX Data

1

1.5 2 2.5

grain diameter "d" (mm)

van Genuchten Fit

Figure H.11 — Particle size distribution curve for sample NW16.
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Figure H.12 — Particle size distribution curve for sample NW17.
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van Genuchten Fit to Data - NW 18
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Figure H.13 — Particle size distribution curve for sample NW18.
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Figure H.14 — Particle size distribution curve for sample NW19.
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van Genuchten Fit to Data - NW 20
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Figure H.15 — Particle size distribution curve for sample NW20.
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Figure H.16 — Particle size distribution curve for sample NW21.
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Figure H.17 — Particle size distribution curve for sample NW22.
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Figure H.18 — Particle size distribution curve for sample NW23.
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Figure H.19 — Particle size distribution for sample NW24.
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Figure H.20 — Particle size distribution for sample NW25.
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Figure H.21 — Particle size distribution for samples NW27.

H.5 Particle size analysis of silt and clay sized particles

H.5.1 Hydrometer measurements:

1.

Weigh 20g (fine grained soil) or 100g (sandy soil) of sample into a 600 mL
beaker, add 250 mL of distilled water and 100 mL of HMP solution and allow to
soak overnight (make a “blank” sample which does not contain soil). Transfer the
suspension to a sedimentation flask, stopper and shake overnight (24 hrs) on a
horizontal shaker.

Transfer suspension to a sedimentation cylinder and add distilled water to bring
the volume to 1L.

Allow suspension to equilibrate thermally and record temperature.

Insert rubber stopper and mix contents thoroughly by shaking end over end for

approximately 1 min.
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5. Ifsurface is covered with foam, add a drop of amyl alcohol.

6.  Lower hydrometer into suspension and take readings after 30 seconds and 1 min
(R).

7. Remove hydrometer and rinse and wipe dry. Take additional readings at 3, 10,
30, 60, 90, 120, 1440 minutes, inserting hydrometer 10 s before each reading and
removing, rinsing and drying after each reading. Make sure to take readings on
blank solution at each time interval also (Ryp).

H.5.2 Calculation of mean particle diameter (silts and clays):

X =0 (umy

X = mean particle diameter

0 = sedimentation parameter 6 = IOOO(Bh')% [um min""]

where 8 = 30 7 /[g (0, - )]
n = fluid viscosity in poise [gem™'s™]
ps = soil particle density [2.65 g/cm”"3]

p1 = solution density [g/cm”3]
g = gravitational constant [981 cm/s"2]
t = time of measurement in seconds
h’ = hydrometer settling depth (cm)
where h'=—-0.164R +16.3 (for ASTM 152H soil hydrometer @ 30° C)
R = uncorrected hydrometer reading (g/L)
To determine sand, silt, and clay percentages, plot P vs. log X where P = C/Cy x 100
Where C = R-Rp
RL = reading on blank solution

C, = oven dry weight of sample

289



Appendix I

Curve Fitting Procedures

290



I.1 RETC Curve Fitting Procedures

The RETC curve fitting program (van Genuchten et al., 1991) was used to fit the
van Genuchten equation to the MWC, MDC, and PDC data. RETC uses the Marquardt
nonlinear least-squares optimization algorithm to determine moisture retention model
parameters (i.e., 6, 6, a,n, and m). An obvious artifact observed in the MWC data
occurred because water entry pressure was not reached for most of the sandy samples
for 10-15 days after beginning the wetting process. Sample evaporation during this
time period resulted in a decrease in moisture content at tensions between 100 cm and
water entry pressure. For this reason, the anomalous data was not used in the curve
fitting process to obtain parameters for the MWC.

Residual moisture content and saturation were initially declared as free
parameters when fitting curves to the MWC data using RETC, however the limited
number of data points (4-5) resulted in residual moisture content values set equal to 0
and saturation equal to unrealistic values greater than 1.0. Therefore, RETC was run for
the MWC setting residual moisture content equal to values obtained during RETC fits
to MDC data, and saturation equal to moisture content values measured at 0 cm tension.
Data points were weighed equally unless the coefficient of determination (R”) was less
than 0.95, in which case select data points were given higher weights in order to achieve

a better fit to data.
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The RETC program was fit to the MDC and PDC data declaring residual moisture
content, saturation, &, and n as free parameters (resulting in four unknown parameters).
An obvious artifact in the PDC data was observed overestimation at data points
measured between 0 and 10 cm tension. This anomaly was most likely due to excess
water absorbed along the edges of the ring and water absorbed by the cotton cloth (see
Appendix B). For this reason, data points from 0 to 10 or 20 cm tension (depending on
extent of oversaturation) were not used in the RETC fit to data for the PDC.

1.2 Mathcad Procedures

The mathematics software package MATHCAD was used to fit the linear form of
the Brooks and Corey equation (Equation 2 in Chapter 2) to the log of the measured
moisture retention data. MATHCAD was also used to fit the van Genuchten equation
(Equation 3 in chapter 2) to the PSD data primarily because RETC resulted in poor fits
to data and unrealistic fitting parameter values for the PSD data.

1.2.1 Particle Size Distributions

In order to solve for the fitting parameters in Equation 3 from Chapter 2 (dy and
ng), the first and second derivatives were calculated (since there are two unknown
parameters) and three equations were fit to the raw data by using a fitting command in
MATHCAD:

1.2.2 Brooks and Corey Moisture Retention Curve

The Brooks and Corey equation was solved in MATHCAD by taking the log of
the equation (making it linear) and solving for the slope and the intercept of the log of

saturation (Se):

Se=——"- (1-1)
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dd:=0.01,0.02. 2 dg:=035 n:i=45
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Figure 1.1 - MATHCAD function used to determine values of d, and n,, where u;
represents d, and u, represents n,.
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vg = 33 0.452
45 p = genfifd, Fd, vg, F) p=
4334

van Genuchten Fit to PSD data

0.5

Fraction less than by weight

0 0.5 1 1.5 2
Grain size (mm)

XXX Raw Data
— Fit to data

Figure 1.2 — van Genuchten equation fit to PSD data. The first element in the
vector “vg” is the initial guess for dg and the second is the initial guess for n;. The
values in the vector “p” are the fitted values for dg and n, respectively.

Residual moisture content (0;) was set equal to zero for simplification, since only

the region of drainage (or wetting) along this curve is used to determine the fitting

parameters.

Log(Se) = Log{:—} (I-2)

Log(Se)=—Alog(h)+ Alog(h,,) (I-3)
Equation 3 shows that A is the slope of the linear equation and h,e is 10 to the

power of the slope divided by the linear intercept. The following is an example of the

MATHCAD file written to solve for the slope and intercept of Equation I-3. The fitted
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Icut := 4 Icut = #data pts at saturation
j:=1..K-Icut
LS1; := LS, peu

Used to eliminate nonlinear data near saturation
LY 1] = L\PjJrICUt

A = —slope (L¥1,LS1)
A=1.144

intercept(LW 1,LS1)
Yae :=(10) *

WYae = 32.06

F = linear fit
Fj:=-ALY¥1; + Alog(Pae) = log (¥/vae)™r
= -\"log(¥ )-(-1*log(¥ae)
= -\og(¥)+rlog(¥ae)

Figure 1.3 - MATHCAD procedures for fitting the Brooks and Corey equation to
the PDC data.

Brooks and Corey Fit to data - NW10
05 T T T T T T T
o X X X T on=1.144
X - .
X
Yae = 32.06
2 4
en - — —
g7 &
X X
-1 F |
-1s | | | | | | |
0 0.5 1 15 2 25 3 35 4
Log(h)
XXX Raw Data
000 Linear Data
Linear Fit

Figure 1.4 —Linear Brooks and Corey fit to the PDC data.
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Non-linear Brooks and Corey Fit to Data

Saturation

0.5

100
Pressure (cm)

Figure I.5 — Nonlinear Brooks and Corey fit to the PDC data.

parameters were then used in the Brooks and Corey equation to examine the fit to raw

data using the estimated parameters.
1.2.3 Resistivity Curve Fitting Procedures

Microsoft® Excel was used to fit Archie’s law (Equation 4 in chapter 2) to the
electrical resistivity versus moisture content data. The power law curve was fit to data
collected during both a wetting and draining sequence (MWC and MDC) since limited

data was available and the data did not appear to be hysteretic.
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J.1 Introduction

An unknown physical property can be predicted from observations of a second
property if the two properties are physically related (or correlated). Linear correlations
between properties can be determined using scatterplots, in which observed properties
of one variable are plotted against observed properties of another. Linear regression of
the observed data provides an equation which describes the linear relationship between
X and Y (two physical properties) in the form of Y= 3, + 1 X + ¢, where B, represents
the slope of the linear relationship, B, represents the Y axis intercept of the line passing
through the observed data points, and € represents the random error in the relationship
(deviation from the linear relationship). The least squares approach is used to determine
the values of the coefficients B, and B; (Schaeffer and McClave, 1995). This approach
chooses an estimated equation which minimizes the sum of the squared errors (eqn. 1)
by setting the derivatives of SSE with respect to both B, and [3; equal to zero and

solving for the unknown coefficients.

n 2

SSE = Z(yl- -5, —ﬂlxl-j -1
i=1

where SSE is the sum of squared errors, x and y are the observed data, and n is the

number of data points.

Multiple regression models, which include higher order terms in the estimation

equation or contain more than one independent variable, are derived from the same least
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squares approach , however the number of coefficients is increased as the order or
number of independent variables increases (Schaeffer and McClave, 1995). For
example, if k represents the order/number of independent variables in the relationship,

then the estimated model now resembles the form of Y = g + X, +...6,X, , in which

there are k+1 unknown coefficients. To determine the value of the coefficients, k+1
linear equations are needed. The multiple coefficient of determination, R*, (eqn. 2) is
used to measure how well a multiple regression model fits a set of data, where R* =1
implies perfect correlation.

R =1-_ SE (1-2)

(-0

i=1

where R is the coefficient of determination, SSE is the sum of squared errors, y is the

measured data point, )A/ is the predicted data point, and n is the number of data points.
J.2 Methods

We use Microsoft Excel” plotting procedures for graphing parameters and adding
trendlines to determine the coefficient of determination and the equation describing a
relationship between parameters. Data points which appear to significantly deviate
from estimated curves are ignored in some of the relationships to attain higher
correlations between parameters.

We plot the van Genuchten curve fitting parameters //a and n for the MWC,
MDC, and PDC against each other to identify hysteretic relationships between wetting
and draining curves. We plot electrical resistivity curve fitting parameters (log(k) and
m) versus moisture retention parameters and particle-size distribution parameters to

determine the impact of particle-size and pore size distributions on electrical resistivity
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measurements. We examine the relationship between saturated hydraulic conductivity
and moisture retention characteristics, porosity, grain texture, and sorting to examine
the impact on the measured results. We examine the relationship between pore-size
distribution, particle-size distribution, and packing (bulk density) to evaluate relevance
for predicting hydraulic properties from physical properties of the deposits which are
easily attainable. We plot satiation (MDC) versus saturation (PDC) to predict

measurements which include entrapped air at saturation from PDC measurements.

Correlation Between MDC and MWC 1/a
[ |

50
i y = 0.4805x + 0.2784
i R?=0.8307
E 40
S
3
A
(&)
a 30
=

20

10

80 100

60
MWC 1/a (cm)

Figure J.1 — Relationship between the van Genuchten parameter a for the MWC
and the MDC.
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Correlation Between MWC 1/a and PDC 1/a

100 =
i n Measured Data
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- X 2 Outliers
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S 40
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20p=
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PDC 1/a (cm)

Figure J.2 — Relationship between the van Genuchten parameter a for the MWC
and the PDC.
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Correlation Between MDC 1/oo and PDC 1/a
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- [ |
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B y= 0.7358x + 11.195
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70F
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- I |
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0 - ] ] ] ]
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Figure J.3 — Relationship between the van Genuchten parameter a for the MDC
and the PDC.
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Correlation Between the Slope of MDC
vs. the Slope of MWC
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Figure J.4 — Relationship between the van Genuchten parameter n for the MDC
and the MWC.
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PDC "n"

Correlatin Between the Slope of PDC
vs. the Slope of MWC

B |

B |

i |

o " =

I HE | ]

- |

— [ | ]

i |

- |

B |

- B

-

i |

l o | | 1

2 4 6 8 10
MWCIInII

Figure J.5 — Relationship between the van Genuchten parameter n for the PDC
and the MWC.
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Correlation Between the Slope of PDC
and the Slope of MDC

y =0.6358x + 2.3059
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Figure J.6 — Relationship between the van Genuchten parameter n for the PDC
and the MDC.
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Correlation Between the Slope of PSD
and the Slope of PDC
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Figure J.7 — Relationship between the slope of the PDC and slope of the PSD.
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PDC 1/a versus PSD dg
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Figure J.8 — Relationship between the van Genuchten parameter « for the PDC
and average grain diameter.
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Correlation Between Resistivity coefficient "k"
vs. average grain diameter "dg"
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Figure J.9 — Relationship between the resistivity coefficient “k” and slope of the
average grain diameter.
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Correlation Between the Slope of Resistivit)
and the slope of MDC
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Figure J.10 — Relationship between the slope of the resistivity curve and slope of
the MDC.

309



Correlation Between the Slope of the
Resistivity Curve and the Slope of MWC
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Figure J.11 — Relationship between the slope of the resistivity curve and slope of
the MWC.

310



Saturated Hydraulic Conductivity

vs. Average Grain Size
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Figure J.12 — Relationship between saturated hydraulic conductivity and the
average grain diameter.
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Saturated Hydraulic Conductivity vs. Sorting (Cu)

m
7F
6
s |
> 5F
P i
o i
) 4L y = 0.4064x'(-0.3195)
S 4f R? = 0.3964
A §
3
2:— ]
|.|.|.|*
0 0.0025 0.005 0.0075 0.01

Saturated Hydraulic Conductivity (cm/s)

Figure J.13 — Relationship between particle sorting (Cu) and the saturated
hydraulic conductivity.
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Correlation Between the Slope of MDC
and Saturated Hydraulic Conductivity
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Figure J.15 — Relationship between the van Genuchten parameter n for the MDC
and the saturated hydraulic conductivity.
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Figure J.16 — Relationship between the van Genuchten parameter « for the MWC
and the saturated hydraulic conductivity.
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Correlaiton Between the Slope of MWC
and Saturated Hydraulic Conductivity
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Figure J.17 — Relationship between the van Genuchten parameter n for the MWC
and the saturated hydraulic conductivity.
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Saturated Hydraulic Conductivity vs. PDC 1/a
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Figure J.18 — Relationship between the van Genuchten parameter « for the PDC
and the saturated hydraulic conductivity.
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Correlation Between the Slope of PDC
and Saturated Hydraulic Conductivity
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Figure J.19 — Relationship between the van Genuchten parameter n for the PDC
and the saturated hydraulic conductivity.
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Saturated Hydraulic Conductivity vs. Porosity
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Figure J.20 — Relationship between porosity and the saturated hydraulic
conductivity.

319



E stimation Equation for PDC "n"
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Figure J.21 — Relationship between the slope of the PDC, slope of the PSD, and the
bulk density.
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Correlation Between Satiation and Saturation
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Figure J.22 — Relationship between saturation and satiation.
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Measurement Error
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K.1 Introduction

Direct measurements of hydraulic properties consist of both the “true” value and
measurement error contributed by factors which cannot be completely avoided, such as
imprecision and bias in the measuring device and/or researcher errors, such as misread
values and transcription errors. In order to determine the relevance of laboratory data,
the degree of measurement error should be identified and included in the data, typically
in the form of the standard deviation from the mean value (Mandel, 1964).

The two major components of measurement error are precision and accuracy
(Scheaffer and McClave, 1995). Precision refers to the reproducibility of measurements
and accuracy refers to the ability to produce unbiased measurements. Measurement
bias is the result of a constant deviation in the results. For example, measurements
which are continually skewed in a particular direction from the “true” value due to
improper instrument calibration are considered to be biased. Model estimates are
considered biased if the estimated value does not equal the mean value (Isaaks and
Srivastava, 1989).

Measurement accuracy is typically determined by comparing results to a known
value. Unfortunately, this is difficult to do when measuring hydraulic properties since
actual hydraulic properties are rarely known. Measurement precision can be determined

by repeating a measurement several times using the same procedure and noting the
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deviation in the results. The data would be considered precise within +/- the standard
deviation in the repeatability measurements.

K.2 Methods

We examine measurement error by conducting sample repeatability tests for
equipment used in the laboratory to measure hydraulic properties of the STVZ site
samples. Description of the repeatability tests are included in this appendix along with
statistics for the measurements (mean, standard deviation, and coefficient of variation)
and measurement data.

K.2.1 Repeatability Tests for Porosity, Moisture Content, and
Electrical Resistivity Measurements

Deposits of med-coarse grained sands collected from the infiltration test site were
split and repacked into three 100 cc rings to determine the reproducibility of porosity,
moisture content, and electrical resistivity measurements made in the laboratory for site
characterization. The samples were saturated under a vacuum in the saturation chamber
(see Appendix D) then placed in the impedance analyzer (see Appendix F-1) to measure
electrical resistivity at saturation. The samples were placed in the pressure chamber to
drain the samples to equilibrium moisture content at 1 bar pressure, then weighed to
determine volumetric moisture content. Measurements were not made at additional
pressures in the pressure chamber due to time constraints. We attempted to measure
electrical resistivity after removing the samples from the pressure chambers, however,
the samples were very dry after draining under 1 bar pressure, preventing electrical
conductance across the samples. The samples were oven dried and the K.3 include the

mean, standard deviation, and coefficient of variation (standard deviation divided by the
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Table K.1 — Error analysis of porosity measurements made using the saturation
chamber.

Sample Coefficient of

Sample ID Sample Mean Stdev Variation
36 0.332 0.009 0.027
37 0.321 0.019 0.060
46 0.336 0.014 0.043
average 0.330 0.014 0.043

Table K.2 — Error analysis of moisture content measurements made at 1 bar
pressure using the pressure chambers.

Sample Coefficient of

Sample ID Sample Mean Stdev Variation
36 0.032 0.008 0.250
37 0.035 0.006 0.171
46 0.037 0.006 0.162
average 0.035 0.007 0.200

Table K.3 — Error analysis of electrical resistivity measurements made at
saturation using the impedance analyzer.

Sample Coefficient of

Sample ID Sample Mean Stdev Variation
36 47.776 8.561 0.179
37 48.926 8.246 0.169
46 48.828 8.097 0.166
average 48.510 8.301 0.171

mean value) for each sample along with the average statistics of the 3 samples
(population statistics).

To determine the reproducibility of moisture content measurements made during a
drainage cycle in the hanging column apparatus, we repacked 5 samples with split
replicates of fine grained sands collected from the infiltration test site to a bulk density of

1.68 g cm’, saturated the samples under a vacuum and made measurements at six
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separate equilibrium tension heads. We chose this procedure, as opposed repeating
measurements, because the drainage process over a range of tension heads alters the grain
structure to some degree, making it difficult to reproduce the results. The test results are
listed in Table K-5 along with the mean, standard deviation, and coefficient of variation
between measurements for the 5 replicate samples.

Table K.5 — Error analysis of moisture content measurements made using the
hanging column apparatus.

Tension Head Sample Sample Coefficient of

(cm) Mean Stdev Variation
200 0.048 0.003 0.059
100 0.077 0.003 0.036
50 0.319 0.006 0.020
40 0.381 0.013 0.033
30 0.399 0.004 0.009
20 0.402 0.005 0.011
10 0.407 0.005 0.011
0 0.434 0.003 0.007
average 0.0052 0.023

K.2.2 Repeatability Test for Tension Head in the Hanging Column

We conducted a repeatability test to determine error in the hanging column
tension head measurements and to determine the time required for the samples to reach
equilibrium at two different tension heads (50 cm and 100 cm tension). A mini-
tensiometer was constructed of '2” ID PVC tubing, /2 bar ceramic porous cup, a rubber
septum, and a 15 psi pressure transducer. The tensiometer was placed inside a 100 cc
sample ring surrounded by sandy deposits, one of which consisted of uniform medium
sized grains (Wedron 510) and the second sample consisted of uniform fine grained
sand collected from the infiltration test site. The samples were saturated and allowed to
reach equilibrium at the two tensions while a Campbell Scientific 21X data-logger

attached to the pressure transducer automatically recorded the pressures every

326



15 minutes. We noticed a sinusoidal fluctuation in the pressures over time while
collecting data for the Wedron 510 sample (this sample was tested first). To reduce
background noise, we took an average of 10 readings every 15 minutes during
measurements for the fine sand. The results suggest that the precision error in the
hanging column pressure measurements is approximately +/- 0.30 cm at 50 cm tension
and approximately +/- 0.60 cm at 100 cm tension. These values include the pressure
transducer precision, bias in the observed measurement (compared to the pressure
transducer reading), and the fluctuations in readings over time (see Appendix B).

K.2.3 Repeatability Test for determination of saturated hydraulic conductivity

Four samples of fine-medium grained sands collected from the sand quarry near
the infiltration test site in Socorro were repacked into 100 cc rings, saturated under a
vacuum (flushing with CO,), and placed in the constant head permeameter apparatus
(see Figure 2.8). Once steady state flow was established, the volumetric flow rate (Q)
and the head difference (4H) were measured over a 20 second period. Saturated
hydraulic conductivity was calculated from the measured values using Darcys law.
This process was repeated ten times for each sample. Table K.6 lists the population and
sample variance and standard deviation. Since the samples were not replicates,

Table K.6 — Measurement statistics for K,,c values measured for the STVZ sandy
alluvial deposits using constant head permeameters.

Sample
Statistics:

Sample ID: A B C D
mean 1.10E-03  1.05E-03  1.14E-03  8.77E-04
stdev 8.62E-05  1.37E-11  8.70E-05  1.37E-11

Population mean stdev Coefficient

Statistics: of variation

1.04e-03 5.00e-05  4.80E-02
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although very similar in texture (collected from the same location), the population

statistics provide an estimate of the reproducibility of Ky measurements between

similar samples.

K.2.4 Repeatability Test for Particle Size Analysis

We conducted a repeatability test to determine measurement reproducibility for

particle size distribution measurements using the sieve method (see Appendix H) by

splitting a sample of fine grained sands collected from the infiltration test site to

produce 2 replicate samples. We poured each sample in a stack of pre-weighed sieves

(stacked in descending order of sieve openings), placed the stack on a shaker table for

10 minutes, and weighed the sieves to determine the mass of grains in each sieve. We

repeated this process 5 times each sample. The test results are listed in Table K.7.

Table K.7 — Error analysis of particle size measurements made using the sieve

method.
Mean fraction Coefficient of
Sieve No.  Grain Size by weight Std Dev Variation
sample 1 5 pebbles 0.037 0.0007 0.0194
10 granules 0.031 0.0003 0.0123
18 VC sand 0.075 0.0016 0.0215
35 C sand 0.275 0.0037 0.0135
60 M sand 0.338 0.0023 0.0068
140 F sand 0.195 0.0049 0.0253
270 VF sand 0.032 0.0022 0.0686
Bottom Silt & clay 0.0135 0.0011 0.0881
Average all 0.0021 0.0319
sieves
sample 2
5 pebbles 0.028 0.0028 0.0984
10 granules 0.032 0.0002 0.0065
18 VC sand 0.076 0.0009 0.0125
35 C sand 0.275 0.0006 0.0024
60 M sand 0.340 0.0014 0.0042
140 F sand 0.198 0.0030 0.0154
270 VF sand 0.034 0.0012 0.0364
Bottom Silt & clay 0.014 0.0008 0.0561
Average all 0.0014 0.0290

sieves
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Table K.8 — Repeatability test data for measurements of porosity, moisture content at 1 bar pressures, and electrical resistivity.

6¢C¢

Conduct of Impedance at equilib wt cond of
drysamp  wet samp wt Bulk density  ring wt wetfluid saturation 1 bar vol mois  extracted
Test # Sample ID  wt w/ring (g)  w/ring (g) porosity (g/cc) w/cloth (g) puS/cm (ohms) resistivity ~ pressure content  fluid((uS/cm)

1 36 210.5 243.08 0.319 1.742 32.72 815 670.9 40.254 213.11 0.026 1120
2 36 210.5 245.53 0.343 1.742 32.72 786 620 37.2 213.86 0.033 1060
3 36 210.66 245.08 0.337 1.743 32.72 778 924.4 55.464 213.09 0.024 1241
4 36 209.71 243.51 0.331 1.734 32.72 794 922.9 55.374 213.85 0.041 916
5 36 209.54 243.36 0.331 1.732 32.72 830 843.1 50.586 213.56 0.039 1141
1 37 21542 248.32 0.322 1.795 32.17 815 709 42.54 219.08 0.036 1120
2 37 21542 244.93 0.289 1.795 32.17 786 629 37.74 218.65 0.032 1060
3 37 215.09 249.73 0.339 1.792 32.17 778 905.1 54.306 217.71 0.026 1241
4 37 214.46 24745 0.323 1.786 32.17 794 897.3 53.838 218.38 0.038 916
5 37 214.37 248.15 0.331 1.785 32.17 830 936.8 56.208 218.57 0.041 1141
1 46 213.31 246.68 0.327 1.773 323 815 712.5 42.75 217.26 0.039 1120
2 46 213.31 250.09 0.360 1.773 323 786 666.6 39.996 217.23 0.038 1060
3 46 213.12 247.43 0.336 1.772 323 778 841.8 50.508 215.81 0.026 1241
4 46 21191 245.96 0.334 1.760 323 794 835.1 50.106 215.88 0.039 916
5 46 211.58 244.66 0.324 1.756 32.3 830 1013 60.78 215.99 0.043 1141




Table K.9 — Repeatability data for tension head and moisture content in hanging
column experiments.

volumetric volumetric volumetric volumetric volumetric
tension head moisture content moisture content moisture content moisture content moisture content

(cm) (ml/ml) (ml/ml) (ml/ml) (ml/ml) (ml/ml)

sample 2 sample 4 sample 6 sample 8 sample 1
0 0.429 0.436 0.436 0.435 0.437
10 0.407 0.411 0.399 0.410 0.410
20 0.403 0.406 0.395 0.404 0.406
30 0.400 0.403 0.394 0.400 0.402
40 0.368 0.402 0.374 0.381 0.381
50 0.325 0.323 0.319 0.324 0.309
100 0.081 0.075 0.075 0.079 0.076
200 0.048 0.047 n/a 0.047 0.053
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Table K.10 — Repeatability data for hydraulic conductivity measurements in
constant head permeameter device.

population
population population Coeff of
run sampA sampB sampC sampD mean stdev Variation

1 dH 54.6 54.5 54.5 54.5

time (sec) 20 20 20 20

vol (cm”3) 7 6 7 5
Ksat(cm/s) 1.23E-03 1.05E-03 1.26E-03 8.77E-04 1.10E-03 1.77E-04 1.60E-01

2 dH 54.8 54.5 54.5 54.5

time (sec) 20 20 20 20

vol (cm”3) 7 6 7 5
Ksat(cm/s) 1.22E-03 1.05E-03 1.26E-03 8.77E-04 1.10E-03 1.76E-04 1.59E-01

3 dH 54.9 54.5 54.5 54.5

time (sec) 20 20 20 20

vol (cm”3) 6 6 7 5
Ksat(cm/s) 1.04E-03 1.05E-03 1.26E-03 8.77E-04 1.06E-03 1.57E-04 1.49E-01

4 dH 54.9 54.5 54.5 54.5

time (sec) 20 20 20 20

vol (cm”3) 7 6 6 5
Ksat(cm/s) 1.22E-03 1.05E-03 1.08E-03 8.77E-04 1.06E-03 1.40E-04 1.33E-01

5 dH 54.9 54.5 54.5 54.5

time (sec) 20 20 20 20

vol (cm”3) 6 6 6 5
Ksat(cm/s) 1.04E-03 1.05E-03 1.08E-03 8.77E-04 1.01E-03 9.26E-05 9.13E-02

6 dH 55 54.5 54.5 54.5

time (sec) 20 20 20 20

vol (cm”3) 6 6 6 5
Ksat(cm/s) 1.04E-03 1.05E-03 1.08E-03 8.77E-04 1.01E-03 9.24E-05 9.12E-02

7 dH 55 54.5 54.5 54.5

time (sec) 20 20 20 20

vol (cm”3) 6 6 6 5
Ksat(cm/s) 1.04E-03 1.05E-03 1.08E-03 8.77E-04 1.01E-03 9.24E-05 9.12E-02

8 dH 55 54.5 54.5 54.5

time (sec) 20 20 20 20

vol (cm”3) 6 6 6 5
Ksat(cm/s) 1.04E-03 1.05E-03 1.08E-03 8.77E-04 1.01E-03 9.24E-05 9.12E-02

9 dH 55 54.5 54.5 54.5

time (sec) 20 20 20 20

vol (cm”3) 6 6 6 5
Ksat(cm/s) 1.04E-03 1.05E-03 1.08E-03 8.77E-04 1.01E-03 9.24E-05 9.12E-02

10 dH 55 54.5 54.5 54.5

time (sec) 20 20 20 20

vol (cm”3) 6 6 6 5
Ksat(cm/s) 1.04E-03 1.05E-03 1.08E-03 8.77E-04 1.01E-03 9.24E-05 9.12E-02
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Table K.11 — Repeatability data for particle size analysis measurements using dry

sieve method.

Wt Sieve  Sieve Wt Sample Wt. % grain size
Sieve No. Grain Size  + sample (). (2) by weight
samplel
run 1 5 pebbles 529 496.8 32.2 0.0383
10 granules 499 472.2 26.8 0.0319
18 VC sand 528.3 462.9 65.4 0.0778
35 C sand 686.5 449.7 236.8 0.2819
60 M sand 680.7 392.8 287.9 0.3427
140 F sand 5294 372.15 157.25 0.1872
270 VF sand 388.4 364.2 242 0.0288
Bottom  Silt & clay 398.6 389 9.6 0.0114
total 840.15 1.0000
run 2 5 pebbles 528.4 496.8 31.6 0.0376
10 granules 498.3 472.2 26.1 0.0311
18 VC sand 526.7 462.9 63.8 0.0759
35 C sand 680.1 449.7 230.4 0.2743
60 M sand 677.8 392.8 285 0.3393
140 F sand 536.7 372.15 164.55 0.1959
270 VF sand 391.4 364.2 27.2 0.0324
Bottom  Silt & clay 400.4 389 11.4 0.0136
Total % 1.00
run 3 5 pebbles 528.3 496.8 31.5 0.0375
10 granules 498.2 472.2 26 0.0309
18 VC sand 525.9 462.9 63 0.0750
35 C sand 679.1 449.7 229.4 0.2730
60 M sand 676.8 392.8 284 0.3380
140 F sand 538.4 372.15 166.25 0.1979
270 VF sand 392.4 364.2 28.2 0.0336
Bottom  Silt & clay 400.87 389 11.87 0.0141
Total % 1.00
run 4 5 pebbles 527.6 496.8 30.8 0.0367
10 granules 498.7 472.2 26.5 0.0316
18 VC sand 525.3 462.9 62.4 0.0744
35 C sand 679 449.7 229.3 0.2733
60 M sand 675.9 392.8 283.1 0.3374
140 F sand 538.6 372.15 166.45 0.1984
270 VF sand 392.7 364.2 28.5 0.0340
Bottom  Silt & clay 400.9 389 11.9 0.0142
Total % 1.00
run 5 5 pebbles 527.4 496.8 30.6 0.0365
10 granules 498.5 472.2 26.3 0.0314
18 VC sand 524.6 462.9 61.7 0.0737
35 C sand 679 449.7 229.3 0.2737
60 M sand 674.9 392.8 282.1 0.3368
140 F sand 539.2 372.15 167.05 0.1994
270 VF sand 392.9 364.2 28.7 0.0343
Bottom  Silt & clay 400.9 389 11.9 0.0142
Total % 1.00
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Table K.11 — (continued).

Wt Sieve  Sieve Wt Sample Wt. % grain size
Sieve No. Grain Size  + sample (). (2) by weight

sample 2 5 pebbles 524.4 496.8 27.6 0.0335
run 6 10 granules 499 472.2 26.8 0.0325
18 VC sand 526.9 462.9 64 0.0777
35 C sand 676.9 449.7 227.2 0.2757
60 M sand 674.6 392.8 281.8 0.3419
140 F sand 531.6 372.15 159.45 0.1935
270 VF sand 390.5 364.2 26.3 0.0319
Bottom  Silt & clay 400 389 11 0.0133
Total % 1.00
run 7 5 pebbles 519.5 496.8 22.7 0.0277
10 granules 498.4 472.2 26.2 0.0320
18 VC sand 525.7 462.9 62.8 0.0767
35 C sand 674.3 449.7 224.6 0.2742
60 M sand 672.95 392.8 280.15 0.3420
140 F sand 535 372.15 162.85 0.1988
270 VF sand 392 364.2 27.8 0.0339
Bottom  Silt & clay 401 389 12 0.0147
Total % 1.00
run 8 5 pebbles 519.3 496.8 22.5 0.0275
10 granules 498.5 472.2 26.3 0.0321
18 VC sand 525 462.9 62.1 0.0759
35 C sand 674.2 449.7 224.5 0.2744
60 M sand 671.5 392.8 278.7 0.3406
140 F sand 535.5 372.15 163.35 0.1997
270 VF sand 392.5 364.2 28.3 0.0346
Bottom  Silt & clay 401.4 389 12.4 0.0152
Total % 1.00
run 9 5 pebbles 518.9 496.8 22.1 0.0270
10 granules 498.7 472.2 26.5 0.0324
18 VC sand 524.8 462.9 61.9 0.0757
35 C sand 674.5 449.7 224.8 0.2750
60 M sand 669.8 392.8 277 0.3388
140 F sand 536.6 372.15 164.45 0.2011
270 VF sand 392.5 364.2 28.3 0.0346
Bottom  Silt & clay 401.5 389 12.5 0.0153
Total % 1.00
run 10 5 pebbles 518.7 496.8 21.9 0.0268
10 granules 498.5 472.2 26.3 0.0322
18 VC sand 524.3 462.9 61.4 0.0752
35 C sand 674.7 449.7 225 0.2755
60 M sand 669.9 392.8 277.1 0.3394
140 F sand 535.9 372.15 163.75 0.2005
270 VF sand 392.8 364.2 28.6 0.0350
Bottom  Silt & clay 401.5 389 12.5 0.0153
Total % 1.00
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Appendix L

Haverkamp and Parlange Estimation Model Calibration
to the STVZ Alluvial Sand Deposits
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L.1 Introduction

MATHCAD was used to calibrate the Haverkamp and Parlange estimation model
to the STVZ site deposits through regression analysis of parameters. Moisture retention
and particle size distribution fitting parameters of samples used in calibration were
obtained by plotting functional forms to measured data. Appendix J describes the curve
fitting procedures.

The estimation equation for the particle index (1) was determined by plotting the
ratio of the pore-size distribution slope to the particle-size distribution slope versus
sample dry bulk density. Samples excluded from calibration were extreme outliers in
the regression analysis. The anomalous relationship between parameters for these
samples may have been due to a high degree of measurement error and/or model error
associated with the original Brooks and Corey equation and van Genuchten equation fits
to data. Microsoft Excel” was used to fit a power law curve to the data. The equation
coefficients were denoted ex/ and ex2 representing values for al and a2 respectively in
the original model. The packing parameter (») was also determined from regression
analysis of the plot of calculated y versus the estimated Brooks and Corey fitting
parameter A (estimated from 3-13) . Microsoft Excel® was used to fit a second order
polynomial to the data. The fit was verified using a fit command in MATHCAD. Air
entry pressure was calculated using the estimated values for the packing parameter and

the curve fit determination of d, (from Equation 3-19). Air entry pressure was also
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calculated from the original model estimation equation (Equation 3-14) to determine the
appropriate equation for estimating air entry pressure.

Curves were estimated for all the STVZ sandy alluvial using the Brooks and
Corey equation for draining sequences (Equations 3-11 and 3-12 assuming saturation is
equal to porosity for the PDC). The curves were plotted using the calibrated equations
(calibrated fit) and the original model equations (H&P estimate). We include the plot of

the original Brooks and Corey fit to data for comparison to the estimated curves.

Power law fit to STVZ data: lambda=(n-1)*0.1512*Bd"(2.7393)
R”*2 =0.53
Power law fit to H&P data: lambda=(n-1)*0.0723*Bd”(3.8408)
R”2 =0.981
Estimated Particle Index
0.8 I I I I
X e
0.7~ >E e ’ 2
Xogr ™
= o6 _-X 7o -
2 .-
2 o~ o
g i X X . - o & < ]
0.5 >< gé— - - o
7T X X X
04— ]
o X
(o
l | | | | | |
0'31.4 1.45 1.5 1.55 1.6 1.65 1.7 1.75
Bulk Density (g/cc)
XXX STVZ data
=== Calibrated fit
H&P estimate
¢ H&P data

Figure L.1 — Regression analysis for determination of model parameter A.
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Packing Parameter (gamma)

Polynomial fit to STVZ data:

gamma = -1.5368*(est lambda)*2 + 0.45622*(est lambda) + 2.906

RA2 =0.232
Polynomial fit to H&P data:

gamma = 0.1589*(est lambda)"2 - 4.7043*(est lambda) +17.1736

20

R*2 =0.993
Estimated Packing Parameter
I I
X
9 X
JIUPPTILie % X X% X X T~X
I I I I
0 0.5 1 1.5 2 2.5

Particle Index (lambda)

X X STVZ data

H&P estimate

= Calibrated fit

Figure L.2 — Regression analysis to determine the model parameter 1.
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Read data from all samples measured in lab:

alldata := READPRN"input.txt" )
R :=rows(alldata) R =39
r=1.R sat2 = alldata, 5 dg2, :=alldata, ;

hae2, = alldata, | "2r AR

p2,:=n2 -1

lam2, := alldata , Bd2, := alldata, ,
e r,

Estimated parameters for all samples:

estA, = (;,er)-exl(Ber)eX2 HP), = (u2r)-al (der)az

esty,:=el + e2-estA, + e3-(estkr)2

1
m2,:=1-| —
n2,

esty-0.149

HPg, := bl + b2-HPA, + b3-(HP)’

Yael,:

Estimated Air Entry Pressure using H&P estimation Equation 32

sat2
fael ;= ——— -1
(1+ HPL) o
ratio2 . := (l + HP?x.r)
=)
m2,
3 Bael , T2, := _0.149
est, = .
ol oy dg2,:0.10

{55)
Yae2, = HPgr-(TZr)-[(TSestr— 1) A :|-rat102r

- dg2,-0.10 Estimated air entry pressure using Laplace Young equation
0.

Figure L.3 — Model application to the STVZ samples to estimate moisture
retention curves.
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Air entry pressure using H&P equation 32 and calibrated parameters:

(=)

ratiol , := (l + est}.r)

Wae3, = esty, (T2r)-{ (T3est, — 1) e ]ratiol .

Figure L.4 — Model application to the STVZ samples to estimate moisture
retention curves.
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PDC Equation for moisture content:

0
Yael ee ) Includes measured
9(‘1’) = (satZC - 9r2c)- ” + 0r2q if (‘I’ > ‘I’aelc) residual MC
sat2 - otherwise
Yael e )
01(¥) := |sat2c- v if (¥ > aclc) Assuming residual MC=0
sat2 - otherwise
Va2 HPAc
ac .
02(w) == || (sat2¢ - 9r2c)-( Cj +0r2 if (W > Wae2c) Using H&P
b4 estimated parameterg
sat2 - otherwise (H&P estimate)

Brooks and Corey Fit to Data using original B&C parameters

lam2
hae2 e . Includes measured
93(‘1’) = (satZC - 9r2c)- ” + 0r2¢ if (‘I’ > hanC) residual MC

sat2 - otherwise

Yae3c e ) Estimates using
94(‘1’) = (satZC - erzc). " + 0r2¢ if (‘I’ > ‘PaeSC) calibrated equations
and H&P estimate
sat2¢ otherwise of air entry pressure

Figure L.5 — Model estimation equations for moisture content using modified
version of Brooks and Corey equation.
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RA2 for the estimated curves
R/A2=1-[sse/sst]
sse=sum(Y-Yest)2
sst=sum(Y”2)-[(sumY)*2])/n
RA2 for calibrated estimate

Yest3j = O(Zj)

SSE2A = Z(Xj - Yest3;)’

J

SST2A = { Z(xj)z} -

j

SSE2A
RSQl:=1-
( SSTZAj
RSQ1=10.976
RA2 for B&C fit to data

Yests; = 03(Z))

SSE2C:= X; = Yest5;
2. (X i)

J

SSE2C
RSQ3:=1 - 22===
SST2

RSQ3=0.98

RA2 for H&P estimate

Yestd, = ez(zj)

SSE2B:= Z(Xj ~ Yest4))’

J

>
SST2 ::{Z(XJ)Z} _ Q

j

SSE2B
RSQ2:=1-
SST2
RSQ2=0.98

RA2 for Calibrated fit 2

Yest6; = e4(zj)

SSE2D:= Z(Xj - Yest6;)’

J

E2D
RSQ4:=1— ( 55 j

SST2

RSQ4=0.628

Figure L.6 — Calculation of the coefficient of determination for model estimates of

moisture content..
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L.2 Original Brooks and Corey fits to STVZ measured data.
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Brooks and Corey Fit to data - NW4
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Brooks and Corey Fit to data - NW8
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Brooks and Corey Fit to data - NW10
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Log(S)
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Appendix M

Haverkamp and Parlange Estimation Model Results
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Sample Number NW1

Moisture Retention Curves
1-10 I I

100

Tension Head (cm)

10

l l l Ll
0 0.1 0.2 03 0.4
Volumetric Moisture Content (ml/ml)
XXX measured data
— calibrated estimate
H&P estimate

---- B&C fit
RSQ1=0.533 RSQ1= R”2 for calibrated estimate
RSQ2=0.452 RSQ2=RA2 for H&P estimate

RSQ3=0.937 RSQ3 = R"2 for B&C fit to data

Figure M.1 — Predicted curves versus B&C fit to data — sample NW1. R"2
represents fit to data points not in the very dry or very wet range due to over-
saturation in the wet range and lack of hydraulic contact in the dry range.
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Sample Number NW2

Moisture Retention Curves
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RSQI1=0.345 RSQ1= R”"2 for calibrated estimate
RSQ2=0.694 RSQ2=RA2 for H&P estimate

RSQ3=0.979 RSQ3 = R"2 for B&C fit to data

Figure M.2 — Predicted curves versus B&C fit to data — sample NW2. R"2
represents fit to data points not in the very dry or very wet range due to over-
saturation in the wet range and lack of hydraulic contact in the dry range.
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Sample Number NW4

Moisture Retention Curves
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RSQI1=0.883 RSQ1= R"2 for calibrated estimate
RSQ2=0.284 RSQ2=R"2 for H&P estimate

RSQ3=0.936 RSQ3 = R"2 for B&C fit to data

Figure M.3 — Predicted curves versus B&C fit to data — sample NW4. R"2
represents fit to data points not in the very dry or very wet range due to over-
saturation in the wet range and lack of hydraulic contact in the dry range.
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Sample Number NW7

Moisture Retention Curves
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XXX measured data
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---- B&Cfit
RSQ1=0.742 RSQ1= R"2 for calibrated estimate
RSQ2 = 0.406 RSQ2=R?2 for H&P estimate

RSQ3=0.938 RSQ3 = R"2 for B&C fit to data

Figure M.4 — Predicted curves versus B&C fit to data — sample NW7. R"2
represents fit to data points not in the very dry or very wet range due to over-
saturation in the wet range and lack of hydraulic contact in the dry range.
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Sample Number NW8

Moisture Retention Curves
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XXX measured data
— calibrated estimate

H&P estimate
---- B&Cfit

RSQI1=0.494 RSQ1= R"2 for calibrated estimate

RSQ2=-0.255 RSQ2=RA2 for H&P estimate
RSQ3=0.939 RSQ3 = R"2 for B&C fit to data

Figure M.S — Predicted curves versus B&C fit to data — sample NW8. R"2
represents fit to data points not in the very dry or very wet range due to over-
saturation in the wet range and lack of hydraulic contact in the dry range.
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Sample Number NW9

Moisture Retention Curves
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H&P estimate
---- B&Cfit
RSQ1=0.064 RSQ1= R”"2 for calibrated estimate
RSQ2=-0.587 RSQ2=R?2 for H&P estimate
RSQ3=0.883 RSQ3 = R"2 for B&C fit to data

Figure M.6 — Predicted curves versus B&C fit to data — sample NW9. R"2
represents fit to data points not in the very dry or very wet range due to over-
saturation in the wet range and lack of hydraulic contact in the dry range.
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Sample Number NW10

Moisture Retention Curves
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Volumetric Moisture Content (ml/ml)
XXX measured data
— calibrated estimate
H&P estimate
---- B&Cfit
RSQ1=0.918 RSQ1= R"2 for calibrated estimate
RSQ2=0.518 RSQ2=R"2 for H&P estimate

RSQ3=0.954 RSQ3 = R"2 for B&C fit to data

Figure M.7 — Predicted curves versus B&C fit to data — sample NW10. R*2
represents fit to data points not in the very dry or very wet range due to over-
saturation in the wet range and lack of hydraulic contact in the dry range.
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Sample Number NW11

Moisture Retention Curves
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XXX measured data
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---- B&Cfit
RSQ1=0.338 RSQ1= R”2 for calibrated estimate
RSQ2=0.271 RSQ2=R"2 for H&P estimate

RSQ3=0.956 RSQ3 = R"2 for B&C fit to data

Figure M.8 — Predicted curves versus B&C fit to data — sample NW11. R*2
represents fit to data points not in the very dry or very wet range due to over-
saturation in the wet range and lack of hydraulic contact in the dry range.
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Sample Number NW12

Moisture Retention Curves
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Volumetric Moisture Content (ml/ml)
XXX measured data
— calibrated estimate
H&P estimate
---- B&Cfit
RSQ1 = 0.697 RSQ1= R”2 for calibrated estimate
RSQ2=0.556 RSQ2=R?2 for H&P estimate

RSQ3=0.857 RSQ3 = R"2 for B&C fit to data

Figure M.9 — Predicted curves versus B&C fit to data — sample NW12. R*2
represents fit to data points not in the very dry or very wet range due to over-
saturation in the wet range and lack of hydraulic contact in the dry range.
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Sample Number NW16

Moisture Retention Curves
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---- B&Cfit
RSQI1=0.88 RSQ1= R”"2 for calibrated estimate
RSQ2=0.855 RSQ2=R"2 for H&P estimate

RSQ3=0.872 RSQ3 = R"2 for B&C fit to data

Figure M.10 — Predicted curves versus B&C fit to data — sample NW16. R"2
represents fit to data points not in the very dry or very wet range due to over-
saturation in the wet range and lack of hydraulic contact in the dry range.
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Sample Number NW17

Moisture Retention Curves
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---- B&Cfit
RSQ1=0.917 RSQ1= R”"2 for calibrated estimate
RSQ2=0.915 RSQ2=RA2 for H&P estimate

RSQ3=0.939 RSQ3 = R"2 for B&C fit to data

Figure M.11 — Predicted curves versus B&C fit to data — sample NW17. R"2
represents fit to data points not in the very dry or very wet range due to over-
saturation in the wet range and lack of hydraulic contact in the dry range.
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Sample Number NW19

Moisture Retention Curves
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---- B&C fit
RSQ1=0.675 RSQ1= R”2 for calibrated estimate
RSQ2=0.77 RSQ2=R?2 for H&P estimate
RSQ3=0.991 RSQ3 = RA2 for B&C fit to data

Figure M.12 — Predicted curves versus B&C fit to data — sample NW19. R"2
represents fit to data points not in the very dry or very wet range due to over-
saturation in the wet range and lack of hydraulic contact in the dry range.
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Sample Number NW20

Moisture Retention Curves
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---- B&Cfit
RSQ1=0.84 RSQ1= R”2 for calibrated estimate
RSQ2=0.702 RSQ2=R"2 for H&P estimate

RSQ3=0.915 RSQ3 = R"2 for B&C fit to data

Figure M.13 — Predicted curves versus B&C fit to data — sample NW20. R"2
represents fit to data points not in the very dry or very wet range due to over-
saturation in the wet range and lack of hydraulic contact in the dry range.
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Sample Number NW21

Moisture Retention Curves
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Volumetric Moisture Content (ml/ml)

XXX measured data
— calibrated estimate

H&P estimate
---- B&Cfit

RSQ1=0.771 RSQ1= R”2 for calibrated estimate

RSQ2= -2.482 RSQ2=RA2 for H&P estimate
RSQ3=0.677 RSQ3 = R"2 for B&C fit to data

Figure M.14 — Predicted curves versus B&C fit to data — sample NW21. R"2
represents fit to data points not in the very dry or very wet range due to over-
saturation in the wet range and lack of hydraulic contact in the dry range.
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Sample Number NW22

Moisture Retention Curves
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XXX measured data
— calibrated estimate
H&P estimate
---- B&Cfit
RSQ1=0.389 RSQ1= R”2 for calibrated estimate
RSQ2=0.62 RSQ2=R"2 for H&P estimate
RSQ3=0.773 RSQ3 = RA2 for B&C fit to data

Figure M.15 — Predicted curves versus B&C fit to data — sample NW22. R"2
represents fit to data points not in the very dry or very wet range due to over-
saturation in the wet range and lack of hydraulic contact in the dry range.
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Sample Number NW23

Moisture Retention Curves
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---- B&Cfit
RSQ1=0.1 RSQ1= R"2 for calibrated estimate
RSQ2=0.128 RSQ2=RA2 for H&P estimate
RSQ3 = 0.963 RSQ3 = RA2 for B&C fit to data

Figure M.16 — Predicted curves versus B&C fit to data — sample NW23. R"2
represents fit to data points not in the very dry or very wet range due to over-
saturation in the wet range and lack of hydraulic contact in the dry range.
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Sample Number NW24

Moisture Retention Curves
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---- B&Cfit

RSQ1=0.187 RSQ1= R"2 for calibrated estimate

RSQ2=-2.575 RSQ2=RA2 for H&P estimate
RSQ3=0.995 RSQ3 = R"2 for B&C fit to data

Figure M.17 — Predicted curves versus B&C fit to data — sample NW24. R"2
represents fit to data points not in the very dry or very wet range due to over-
saturation in the wet range and lack of hydraulic contact in the dry range.
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Sample Number NW25

Moisture Retention Curves
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RSQ1=0.888 RSQ1= R"2 for calibrated estimate

RSQ2=0.87 RSQ2=R?2 for H&P estimate

RSQ3=0.784 RSQ3 = R"2 for B&C fit to data

Figure M.18 — Predicted curves versus B&C fit to data — sample NW25. R"2
represents fit to data points not in the very dry or very wet range due to over-
saturation in the wet range and lack of hydraulic contact in the dry range.
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Sample Number NW27

Moisture Retention Curves
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RSQ3=0.976 RSQ3 = R"2 for B&C fit to data

Figure M.19 — Predicted curves versus B&C fit to data — sample NW27. R"2
represents fit to data points not in the very dry or very wet range due to over-
saturation in the wet range and lack of hydraulic contact in the dry range.

371



Appendix N

Fabricated Sample PSD and Brooks and Corey Fit to PDC Data
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N.1 Initial Model Application To Fabricated Samples

The empirical model estimation equations determined from model calibration to
the STVZ samples were initially used to estimate moisture retention curves for the
fabricated samples, however the estimates were extremely poor, therefore we attempted
to re-calibrate the model to the fabricated samples to try to improve the estimates. We
first tried calibrated the model to all the fabricated samples, but the estimates did not
improve significantly, except for the well sorted samples. We then attempted to
calibrate the model to several different combination of sample groups to see if we could
improve the results. None of the calibrations resulted in improved estimates, however.

Figures N.1 to N.12 show the various calibration attempts.
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Fabricated Samples - Estimated Lambda
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Figure N.1 — Estimated particle index parameter for Haverkamp and Parlange
(1986) pedotransfer model using all the fabricated samples.
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Figure N.2 — Estimated packing parameter for Haverkamp and Parlange (1986)
pedotransfer model using all the fabricated samples.
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Estimated Lambda - Poorly sorted samples
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Figure N.3 — Estimated particle index parameter for Haverkamp and Parlange

(1986) pedotransfer model using the poorly sorted fabricated samples.
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Figure N.4 — Estimated packing parameter for Haverkamp and Parlange (1986)

pedotransfer model using the poorly sorted fabricated samples.
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Figure N.5 — Estimated particle index parameter for Haverkamp and Parlange
(1986) pedotransfer model using the moderately sorted fabricated samples.
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Figure N.6 — Estimated packing parameter for Haverkamp and Parlange (1986)
pedotransfer model using the moderately sorted fabricated samples.
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Estimated Lambda (well sorted)
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Figure N.7 — Estimated particle index parameter for Haverkamp and Parlange
(1986) pedotransfer model using the well sorted fabricated samples.
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Figure N.8 — Estimated packing parameter for Haverkamp and Parlange (1986)
pedotransfer model using the well sorted fabricated samples.
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Figure N.9 — Estimated particle index parameter for Haverkamp and Parlange
(1986) pedotransfer model using fabricated samples with median particles
diameters greater than 0.50 mm.
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Figure N.10 — Estimated packing parameter for Haverkamp and Parlange (1986)
pedotransfer model using fabricated samples with median particles diameters
greater than 0.50 mm.
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Figure N.11 — Estimated particle index parameter for Haverkamp and Parlange
(1986) pedotransfer model using fabricated samples with median particles
diameters between 0.16 and 0.50 mm.
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Figure N.12 — Estimated packing parameter for Haverkamp and Parlange (1986)
pedotransfer model using fabricated samples with median particles diameters
between 0.16 and 0.50 mm.
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Fraction finer than

Figure N.13 — Poorly sorted — 0.16mm median grain size.
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Figure N.14 — Poorly sorted — 0.Smm median grain size.

380

nfit = 2.216

dgfit = 0.266

R*2=0.934

nfit = 1.806

dgfit = 0.778

R*2=0.945



Fraction finer than

Figure N.15 — Moderately sorted — 0.16mm median grain size.
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Figure N.16 — Moderately sorted — 0.5mm median grain size.
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Figure N.18 — Well sorted — 0.5Smm median grain size.
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N.3 Brooks and Corey equation Fit to PDC data — Fabricated Samples
Brooks and Corey Fit to data - A1
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Figure N.19 — Linear Brooks and Corey fit to sample Al.
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Figure N.20 — Linear Brooks and Corey fit to sample A2.
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Figure N.21 — Linear Brooks and Corey fit to sample B1.
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Figure N.22 — Linear Brooks and Corey fit to sample B2.
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Brooks and Corey Fit to data - C1

05 | | | | |
o X X XX Xg )= 1,673
x| WYae = 68.037
2
®-05 —
—
X
. -
X
- | | | | | | |
i 0.5 1 1.5 2 25 3 35 4
Log(h)
XXX Raw Data
000  Linear Data
Linear Fit
Figure N.23 — Linear Brooks and Corey fit to sample C1.
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Figure N.24 — Linear Brooks and Corey fit to sample C2.
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Brooks and Corey Fit to data - D1
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Figure N.25 — Linear Brooks and Corey fit to sample D1.
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Figure N.26 — Linear Brooks and Corey fit to sample D2.
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Brooks and Corey Fit to data - E1
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Figure N.27 — Linear Brooks and Corey fit to sample E1.
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Figure N.28 — Linear Brooks and Corey fit to sample E2.
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Brooks and Corey Fit to data - F1
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Figure N.29 — Linear Brooks and Corey fit to sample F1.
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Figure N.30 — Linear Brooks and Corey fit to sample F2.
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Brooks and Corey Fit to data - G1
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Figure N.31 — Linear Brooks and Corey fit to sample G1.
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Figure N.32 — Linear Brooks and Corey fit to sample G2.
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Brooks and Corey Fit to data - H1
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Figure N.33 — Linear Brooks and Corey fit to sample H1.
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Figure N.34 — Linear Brooks and Corey fit to sample H2.
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Figure N.35 — Linear Brooks and Corey fit to sample I1.
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Figure N.36 — Linear Brooks and Corey fit to sample K1.
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Brooks and Corey Fit to data - J1
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Figure N.37 — Linear Brooks and Corey fit to sample J1.
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Figure N.38 — Linear Brooks and Corey fit to sample L1.
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Appendix O

Modified Parameter Estimation Model Procedures
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0.1 Introduction

The van Genuchten equation (Equation 2.1) is used by many researchers to
estimate moisture retention and unsaturated hydraulic conductivity properties. For this
reason, we examine correlations between pore-size and particle-size distribution
parameters (both are described by the van Genuchten equation — see chapter 2) to
estimate moisture retention curves from measurements of bulk density and particle-size
distributions for sandy alluvial deposits.

We use methods described by Haverkamp and Parlange (1986) to estimate the
slope of the PDC moisture retention curve (n). The slope of the moisture retention
curve is very sensitive to related parameters used in the curve fitting procedure, i.e. the
residual moisture content and saturation. Both these parameters were chosen as free
parameters in the RETC program for fitting the van Genuchten equation to measured
data (primarily due to uncertainties in the measured values). Weighting of data points
can also impact the slope of the curves. Since the curve fitting process is quite
subjective, a large degree of uncertainty exists in the slope of the moisture retention
curves resulting in poor correlations between parameters. Because we did not observe
strong correlations between the slope of the hysteretic curves, we assume 7 is constant
for the MDC, MWC, and the PDC.

We determined that the correlation between the particle size distribution

parameter d, provides a better estimate of « than the Laplace-Young equation (3-4),
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therefore we use this relationship to estimate ¢ in the model for the PDC. We use
correlations between the PDC and the MWC and MDC to estimate « for these curves.
The estimation model was written in MATHCAD by Kristine Baker. Examples of the

program functions are included in this appendix. Results are written to output files for

analysis.
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0.2 MATHCAD program for estimating van Genuchten fitting parameters for
MWC, MDC, and PDC moisture retention curves.

Estimation Model for Predicting van Genuchten Parameteric Model Fitting Parameters
and Moisture Retention Curves. Written and Developed by Kristine Baker, February 2001.

Read in vG parameters for NW core samples:

data := READPRN"input.txt" )

I :=rows(data) =

19
i=1.1
Bd; :=data;
psdn; := data; ratio; = data; ¢ mden; := data;
; := data; mweco,; = data;
pdca, = data; 3 % L7 ! Ln
mdca,; = data;
] Os; = data; g ! L12
dg; :=data; 4 ’
mwen; := data; o Or; := data; 3

pden; = data; 5

1
=1 —
m, [pdcnij

estimated vG "n": y = 0.4526x"2.1611
RA2 =0.5319
NOTE: Did not use nw8,nw11,nw12,nw23,nw24 in model

estimation calibration for "n". Used all samples to calculate
gamma.

vGn; := 0.4526] (Bd;)>'*"" |- psdn;

estimated gamma: y = 1.0184x"2 - 10.365x + 33.123

R*2 =0.5357

¥; = 1.0184(pdcni)2 —10.365pden; + 33.123

estimated satiation: y = 1.6813x- 0.3082

R*2 = 0.6967

estOs; :=1.6813¢; — 0.3082
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Estimates of 1/alpha:

Using the Laplace Young Equation

est 1/o (cm) =(0.149*gamma)/(dg*0.10)

.10
dg;—

- .
0.149 Ti alphainv; :=

estal;

estal; :=

Using parameter correlation between dg and 1/alpha:
y =19.424xM-0.7177)

R*2 =0.9017

esta; := 19.424(dg;) """

Comparison of estimates (1/alpha):

) alphainv; ) esta2;
diffl; i= ——  diff2;:=
pdeca; pdeca;

I
1 1
(1) . !
meandiftl (Ij Z diffl; meandiff2 := (—)Z diff2;
i=1 L) 1

P =

meandiffl = 1.195 meandiff2 = 1.069

stdev (diff1) = 0.825 stdev (diff2) = 0.275

MWCq est: y=0.4144x + 1.3973 MDCoq est: y = 0.7358x + 11.195
R*2 =0.858 R72 =0.8253
mwcal; ;= 0.4144esta2; + 1.3973 mdcal; :=0.7358esta2; + 11.195
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Read in moisture retention data for NW core samples:

pdc := READPRN"nw21pdc.dat" )

mwc := READPR

W := rows(mwc)

R :=rows(pdc)
r:=1..R

Z1,.:=pdc,

R=8 w=1.W

72, :=mwc,, |
X1, :=pdc,

mdc := READPRN"nw2 Imdc.dat" )

D :=rows(mdc)
d:=1.D

Z34:=mdcq 4

D=10

X34:=mdcy »

"nw2 Imwc.dat" )

W=9

X2y =mwcy,

k:=2..3000

\PkZZk

C:=14

k:=1..5000

\PkZZk

C=Curve Number

C1=NW1
C2=NW2
C3=NW4
C4=NW7
C5=NW8
C6=NW9
C7=NW10
C8=NW11
C9=NW12
C10=NW16
C11=NW17
C12=NW19
C13=NW20
C14=NW21
C15=NW22
C16=NW23
C17=NW24
C18=NW25
C19=NW27
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vG PDC Equation for moisture content:

—mg
g vane Includes fitted residual MC
9(‘1’) = (¢c - OrC)- 1+ + Orc

esta2c

vG MWC Equation for moisture content:

vGne
01(W) := (estOsc — Ore){ 1+ hd + 0r
=\estuse — bre — C Assuming vG n is the
same as PDC

vG MDC Equation for moisture content:

—me
( ) ) v vane Assuming vG n is the
02(¥) = (estesc - OrC)- 1+ mdearl. + Or¢ same as PDC
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TENSION HEAD (CM)

1-10

Sample NW 11

ESTIMATED VAN GENUCHTEN CURVES

1100 [~

100 [~

10—

0.1 0.2 0.3 0.4
VOLUMETRIC MOISTURE CONTENT

XXX PDC data
+++ MWC data

MDC data

— PDC estimate

MWC estimate
MDC estimate

RSQ1=0949 " rsQ1 = RA2 for PDC
RSQ2=0932  RSQ2 = RA2 for MWC

RSQ3 = R*2 for MDC
RSQ3=0.992
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R72 for estimated curves:
RA2=1-[sse/sst]
sse=sum(Y-Yest)"2
sst=sum(Y*2)-[(sumY)*2]/n
Y1=calibrated fit

Y2=H&P est

Y3=B&C fit to data
Y4=calibrated fit using eqn 32

—me
Z1

vGne
T
— + O,
estach ¢ RA2 for the PDC

Y= (o - 0rc) | 1+ [

SSE2= )" (X1, - Y1)’

r

SST2::|:Z(X1,)2:| - 'T

r

SSE2
RSQli=1- | —=
SST2

RSQ1=10.378

N RA2 for the MWC
+ Orc

Y2, = (estesc - Orc)- 14| ——
mwcalc

Y2, =0.076
SSE2:= Z(sz -v2,)
-
2
2]
SST2::|:Z(X2W)2:| T

w

SSE2
RSQ2i=1- | ==
SST2

RSQ2=0.047

—mc

vGne
734
Y3y:= (estesc - Orc)- 1+ —— + Orc
mdcalc

R72 for the MDC

Y2, = 0.076

SSE2= )" (X3¢ - V%)’
d

ZX% ?
SST2 ;:[%“(X%)z} _ @

SSE2
RSQ3:=1-| ——
SST2

RSQ3= 0.883 RS1:=augment (RSQ1,RSQ2)
RS2:= augment (RS1,RSQ3)

WRITEPRN"RSQ21.dat") := RS2
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Appendix P

Modified Parameter Estimation Model Results

402



Sample NW 1
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VOLUMETRIC MOISTURE CONTENT

XXX PDC data
+++ MWC data
MDC data
— PDC estimate
--=-  MWOC estimate
MDC estimate

RSQ1=0931 " rsQ1 = RA2 for PDC
RSQ2=083  RSQ2 = RA2 for MWC

RSQ3 = R*2 for MDC
RSQ3=0.938

Figure P.1 — Estimated curves for sample NW1 using van Genuchten fitting
parameters.
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Sample NW 2
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XXX PDC data
+++ MWC data
MDC data
— PDC estimate
--=-  MWOC estimate
MDC estimate

RSQ1=0997  Bsq@1 = RA2 for PDC
RSQ2= 0912  RSQ2 = RA2 for MWC

RSQ3 = R*2 for MDC
RSQ3=0.765

Figure P.2 — Estimated curves for sample NW2 using van Genuchten fitting
parameters.
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Sample NW 4
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XXX PDC data
+++ MWC data
MDC data
— PDC estimate
- MWOC estimate
MDC estimate

RSQ1=0.929  RsQ1 = RA2 for PDC
RSQ2= 0882  RSQ2 = RA2 for MWC

RSQ3 = R*2 for MDC
RSQ3=0.873

Figure P.3 — Estimated curves for sample NW4 using van Genuchten fitting
parameters.
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Sample NW 7
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XXX PDC data
+++ MWC data
MDC data
— PDC estimate
--=-  MWOC estimate
MDC estimate

RSQ1=0.988  p5Q1 = RA2 for PDC
RSQ2= 0957  RSQ2 = RA2 for MWC

RSQ3 = R"2 for MDC
RSQ3= 0.964

Figure P.4 — Estimated curves for sample NW7 using van Genuchten fitting
parameters.
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Sample NW 8
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XXX PDC data
+++ MWC data
MDC data
— PDC estimate
--=-  MWOC estimate
MDC estimate

RSQ1=0.906  R5Q1 = RA2 for PDC
RSQ2= 0881  RSQ2 = RA2 for MWC

RSQ3 = R*2 for MDC
RSQ3=0.935

Figure P.5 — Estimated curves for sample NW8 using van Genuchten fitting
parameters.
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Sample NW 9
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XXX PDC data
+++ MWC data
MDC data
— PDC estimate
--=-  MWOC estimate
MDC estimate

RSQ1=0824  p5qq = RA2 for PDC
RSQ2= 0577  RSQ2 = RA2 for MWC

RSQ3 = R*2 for MDC
RSQ3=0.917

Figure P.6 — Estimated curves for sample NW9 using van Genuchten fitting
parameters.
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Sample NW 10
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XXX PDC data
+++ MWC data
MDC data
— PDC estimate
--=-  MWOC estimate
MDC estimate

RSQ1=0984  p5qq = RA2 for PDC
RSQ2= 0974  RSQ2 = RA2 for MWC

RSQ3 = R"2 for MDC
RSQ3=0.941

Figure P.7 — Estimated curves for sample NW10 using van Genuchten fitting
parameters.
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Sample NW 11
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XXX PDC data
+++ MWC data
MDC data
— PDC estimate
--=-  MWOC estimate
MDC estimate

RSQ1=0.949  p5Q1 = RA2 for PDC
RSQ2= 0932  RSQ2 = RA2 for MWC

RSQ3 = R*2 for MDC
RSQ3=0.992

Figure P.8 — Estimated curves for sample NW11 using van Genuchten fitting
parameters.
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Sample NW 12
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XXX PDC data
+++ MWC data
MDC data
— PDC estimate
--=-  MWOC estimate
MDC estimate

RSQ1=0983  rsQ1 = RA2 for PDC
RSQ2=099  RSQ2 = RA2 for MWC

RSQ3 = R*2 for MDC
RSQ3=0.99

Figure P.9 — Estimated curves for sample NW12 using van Genuchten fitting
parameters.
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Sample NW 16
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RSQI=0.99 RSQ1 = RA2 for PDC
RSQ2=094  RSQ2 = RA2 for MWC

RSQ3 = R*2 for MDC
RSQ3=0.963
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Sample NW 17
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XXX PDC data
+++ MWC data
MDC data
— PDC estimate
--=-  MWOC estimate
MDC estimate

RSQ1=0974  psq@1 = RA2 for PDC
RSQ2= 0966  RSQ2 = RA2 for MWC

RSQ3 = R*2 for MDC
RSQ3=0.984

Figure P.11 — Estimated curves for sample NW17 using van Genuchten fitting
parameters.
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Sample NW 19
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MDC estimate

RSQI=0955 " Rrsq1 = RA2 for PDC
RSQ2=0.666  RSQ2 =RA2 for MWC

RSQ3 = R*2 for MDC
RSQ3=0.953

Figure P.12 — Estimated curves for sample NW19 using van Genuchten fitting
parameters.
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Sample NW 20
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RSQ1=0915  RsQ1 = RA2 for PDC
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RSQ3 = R*2 for MDC
RSQ3=0.974

415

Estimated curves for sample NW20 using van Genuchten fitting



Sample NW 21
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— PDC estimate
--=-  MWOC estimate
MDC estimate

RSQ1=0862  p5qq = RA2 for PDC
RSQ2= 0826  RSQ2 = RA2 for MWC

RSQ3 = R*2 for MDC
RSQ3 = 0.883

Figure P.14 — Estimated curves for sample NW21 using van Genuchten fitting
parameters.
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Sample NW 22
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--=-  MWOC estimate
MDC estimate

RSQ1=0967  psq@1 = RA2 for PDC
RSQ2= 0967  RSQ2 = RA2 for MWC

RSQ3 = R"2 for MDC
RSQ3=0.912

Figure P.15 — Estimated curves for sample NW22 using van Genuchten fitting
parameters.
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Sample NW 23
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--=-  MWOC estimate
MDC estimate

RSQ1=0.806  R5Q1 = RA2 for PDC
RSQ2= 0939  RSQ2 = RA2 for MWC

RSQ3 = R*2 for MDC
RSQ3=0.868

Figure P.16 — Estimated curves for sample NW23 using van Genuchten fitting
parameters.
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Sample NW 24

. ESTIMATED VAN GENUCHTEN CURVES
1-10 T T T T

100 [~

TENSION HEAD (CM)

10—

I I I I
0 0.1 0.2 0.3 0.4
VOLUMETRIC MOISTURE CONTENT

XXX PDC data
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--=-  MWOC estimate
MDC estimate

RSQI=0882  Rsq1 =RA2 for PDC
RSQ2=0.736  RSQ2 = RA2 for MWC

RSQ3 = R"2 for MDC
RSQ3=0.914

Figure P.17 — Estimated curves for sample NW24 using van Genuchten fitting
parameters.
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Sample NW 25
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— PDC estimate
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RSQ1=0.962  p5Q1 = RA2 for PDC
RSQ2= 0954  RSQ2 = RA2 for MWC

RSQ3 = R*2 for MDC
RSQ3= 0.979

Figure P.18 — Estimated curves for sample NW25 using van Genuchten fitting
parameters.
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Sample NW 27
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RSQ1=0864  p5qq = RA2 for PDC
RSQ2= 0947  RSQ2 = RA2 for MWC

RSQ3 = R*2 for MDC
RSQ3=0.929

Figure P.19 — Estimated curves for sample NW27 using van Genuchten fitting
parameters.
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Appendix Q

Model Sensitivity Analysis Procedures
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Q.1 Background

Based on the model application results discussed in the previous section, we
hypothesize that both the Haverkamp and Parlange (1986) pedotransfer model and the
van Genuchten Parameter Estimation Model provide the best predictions for deposits of
very similar textures and that the impact of measurement error, sample size, and the
number of measured data points along the moisture characteristic curves strongly
impacts the model results. To test this hypothesis, we use Monte Carlo simulations
(described in Holt, 2000) to examine the optimum conditions for model application.

We use the Haverkamp and Parlange (1986) model with original model
coefficient values for al, a2, bl, b2, and b3 to represent reality. We simulate
measurements of moisture characteristic and particle-size distribution data in the
presence of error. In order to identify the optimum number of data points for the
moisture characteristic curves, we fit the Brooks and Corey (1964) equation to the
simulated measurements with an increasing number of data points. We define the
optimum number of samples required for model calibration by randomly selecting
samples from a total population of artificially generated samples of increasing sample
set sizes. We examine the statistics of the results for each model scenario and compare
estimated to true moisture characteristic curves. To examine the impact of particle
diameters on the model results, we repeat the process using a narrower range of mean

particle diameters.
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Q.2 Methods

We consider the parameters ¢, d,, and n, to be random variables. Using a uniform
distribution, we sample between 0.35 and 0.45 for ¢, 0.07 mm and 1.0 mm for d,, and
from 2.0 to 6.0 for n; We repeat this procedure 1000 times yielding 1000 sets of ¢, d,
and n,. Each set is used to define the true particle-size distribution (3-1) and the bulk
density (3-9) of a sample. Using equations (3-13), (3-15), and (3-19) we calculate the
sample values of 4, 7, and /.

Using our true values of A, and /,, we estimate the moisture characteristic curve
with simple observation errors of weight, length, volume, and pressure. MCC data are
then fit with the Brooks and Corey model (3-7). yielding estimates of A and 4, for the
samples. We use our true values of d,; and n, to estimate the particle-size distribution
curve with simple observation errors of weight. PSD data are fit with the van
Genuchten equation (3-1) yielding estimates of d, and n, for the samples.

To test our hypothesis that the number of data points along the moisture
characteristic curve impact the model results, we calculate moisture content in the
presence of error at the pressure head data points examined in the laboratory analysis
(12 data points) and fit the Brooks and Corey (1964) equation to the simulated log-log
moisture retention measurements to determine the fitting parameters 4 and 4,.. We then
calculate moisture content using 20 evenly distributed data points ranging from 0 to 500
cm head and repeat the process for 40, 80, 100 and 250 evenly distributed data points
along the curves and then examine the statistics for the ratios of fitted A and 4, to the
true parameters to determine the optimum number of data points required to best define

the parameters.
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To test the hypothesis that the sample size selected for model calibration impacts
the model results, we randomly select 20 samples 1000 times, then randomly select 40
samples 1000 times and repeat the selection using 80,100, and 200 sets of samples all
randomly selected 1000 times. For each sample set, we use regression analysis to fit a
power law curve to A, n and p, data to determine the coefficients al and a2 for (3-13)
and a polynomial curve to the 4 and y data to determine the coefficients bl, b2, and b3
for (3-15). We then examine the mean, variance, median and the 95% confidence
intervals for the ratios of the model estimates to the true coefficients for each sample
size. We estimate the moisture characteristic curves for the 1000 artificial samples
using the mean coefficients of al,a2, bl, b2 , and b3 obtained using the optimum
number of samples. We then plot the model results and the simulated data to examine
the model efficiency.

To test our hypothesis that the range of particle diameters for each sample impacts
the model results, we repeat the Monte Carlo simulations using a narrower range of
mean particle diameters (d, ranging from 0.10 mm to 0.5 mm) and compare the results
to the simulations using the broader range of particle diameters (d, ranging from 0.07
mm to 1.0 mm).

Q.3 Monte Carlo Simulation Procedures

Objective: There are 3 main objectives:

1) Determine the number of raw data points required along a moisture retention
curve for optimum model calibration when observational error is included in the
data.

2) Determine the number of samples required for optimum model calibration

(particle index and the packing parameter model estimation equations).
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3) Examine impact of measurement error on predicted (H&P model) and observed

(curves fit to data w/error) MCC and PSD curves.

Methods (copies of Fortran codes are attached at the end of this appendix):

PROCEDURE SOURCE CODE INPUT OUTPUT
1) Generate 1000 genparam?2.for N/A tmoist.dat, tpsd.dat,
random fields for tgamm.dat,
porosity, n, and dg. Output includes 2D
Calculate other arrays (MAX,4) for
model parameters the model parameters.
from H&P model tmoist includes tsat,
estimation thae, tbd, tlam, and
equations. tm; tpsd includes tdg
and tn; tgamm
includes tgam data.
Include randomly kbmcest.for (Holt, tmoist.dat HP0O02mc.prn
generated measurement | 2000) tpsd HP002bd.prn
error to MCC and PSD | psdest.for psd01.out
data. Randomly MCC, Bd, and PSD
generated error is data w/ error written
uniformly distributed to output files above.
around mean zero and
represents 3 standard
deviations.
2) Determine optimum | Numpts.for HP002mc.prn Stats1.out
number of data Stats2.out
points along ratios.out
moisture retention Stats1 is the output
curves. file for mean, var,
med, 5%, and 95% of
the estimates for
lambda. Stats2 is the
output file for the
same stats for
estimates of hae.
Ratios.out contains
ratios of est to true
values for lambda and
hae for each set of
data points examined.
Fit the Brooks and Bcfit.for HP002mc.prn Mcfits.dat

Corey eqn to the MCC
data w/error (using
optimum # of data pts)
to determine lambda
and hae values.

Output includes fitted
values for lambda and
h,e for each sample.

426




PROCEDURE SOURCE CODE INPUT OUTPUT
3) Randomly select X | Select.for Mcfits.dat Paraml.prn
number of samples HP002bd.prn Param?2.prn
1000 times each. Psd01.out Param3.prn
Param4.prn
Param5.prn
Param files include
1000 (each) randomly
selected sample sets
of varying number of
samples (5 sets).
4) Calibrate estimation | Hpegns.for Paraml.prn Coeffs.prn
model using sample Param?2.prn Ratios.prn
sets selected to Param3.prn Stats(1-5).prn
determine Param4.prn Coeffs.prn contains
coefficients for Param5.prn estimated coefficients.
estimation Raitos.prn contains
equations (al, a2, ratios of est to true
bl, b2, b3). values for the coeffs.
Stats(1-5).prn
contains mean, var,
med, 5%, and 95% for
the coefficients..
5 Estimate MCC using | MATHCAD Coeffs.prn Paraml.out
estimated PROGRAM Param).txt (set of the | Param?2.out
coefficients mcestfit.mcd largest number of Param3.out
(determined from samples used in Param4.out
optimum # of calibration) Param5.out

samples used in
calibration).

An output file is
generated for each
subset of “X” sample
sizes which includes
the sample #, the psd
and the moisture
parameter data:
r,Bd,n,dg,sat,hae,lamb
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Definition of variables for FORTRAN codes

Variable Name

Definitions

MAX

maximum number of generated curves

COMBO number of combinations

NPTS max number of data points along a curve
SETS number of sets (samples and points)

TOT MAX*SETS

P(SETS) size of data points per set

S(SETS) size of samples per set

sat porosity

hae air entry pressure

Bd dry bulk density

lamb Brooks and Corey fitting parameter (lambda)
gamm H&P model parameter (gamma)

T Randomly selected curve number

n vG fitting parameter for PSD

dg vG fitting parameter for PSD

ave Mean of an array of data

var Variance of an array of data

med Median of an array of data

five 5 percentile of an array of data

ninfiv 95 percentile of an array of data
tn,dtg,tsat,tBd,tlamb, “true” sample parameters (moisture and particle size)
tgamm,thae

fn,fdg,fsat,fBd,flamb, “fitted” sample parameters to observed data (moisture and particle
fgamm, thae size)
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Q.4 Fortran Codes

st st st s s s sk sk ok sk sk sk sk s sk sk sk sk sk sk sk sk s sk sk sk sk sk sk sk sk s s sk sk sk sk sk sk st s sk sk sk sk sk sk sk sk sk sk sk sk sk sk ke sk sk sk s sk sk sk sk ke ke ke sk skook

Program genparam?2

st sk st s s s sk sk ok sk sk sk sk s s sk sk sk sk sk sk sk s sk sk sk sk sk sk sk sk sk s sk sk sk sk sk sk st sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk ke sk sk s s sk sk sk ok ke ke ke skoskook

C This program will generate MAX random values of porosity, n, and dg.
C This is the first source code in a series of six sources codes written for
C evaluation of hydraulic property model predictions.

C Written by Kristine Baker, March 2000.

sk sk st s s sk sk sk ok sk sk sk sk s sk sk sk sk sk sk sk sk s sk sk sk sk sk sk sk sk sk s sk sk sk sk sk sk st s sk sk sk sk sk sk sk sk sk sk sk sk sk sk ke sk sk sk s sk sk sk ok ke ke sk skoskosk

Program genparam?2

use DFLIB

Integer MAX

Parameter (MAX=1000)

Integer 1,j,nseed

Real tsat(MAX),thae(MAX),tlam(MAX),tBd(MAX),tn(MAX),tdg(MAX),
+  tm(MAX),tgam(MAX)

Real rand,SATdelt,ndelt,dgdelt

REAL SATmin,nmin,dgmin

real al,a2,b1,b2,b3
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open output file
open(1,file="tmoist.dat',status="UNKNOWN")
open(2,file="tpsd.dat’,status="UNKNOWN")
open(3,file="tgamm.dat',status="UNKNOWN")

open(4,file="tBd.dat',status='unknown")

H&P Model Coefficients
al=0.0723

a2=3.8408

b1=17.1736

b2=-4.7043

b3=0.1589

Define parameter boundaries
SATdelt=0.10

SATmin=0.35

ndelt=4.0

nmin=2.0

dgdelt=0.93

dgmin=0.07

initialize arrays
do i=1,MAX

tsat(1)=0.0
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tlam(i)=0.0
thae(i)=0.0
tBd(1)=0.0
tn(1)=0.0
tdg(1)=0.0
tm(1)=0.0
tgam(i)=0.0

end do

call random number generator

nseed = 4853

CALL SEED(nseed)

do i=1,MAX
CALL Random(rand)
tsat(i)=(rand*SATdelt)+SATmin
tBd(1)=(1-tsat(i))*2.65

end do

do i=1,MAX
CALL Random(rand)

tn(i)=(rand*ndelt)+nmin
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99

999

tm(i)=1-(1/tn(i))
tlam(i)=al*(tBd(i)**a2)*(tn(i)-1)
tgam(i)=b1+(b2*tlam(i))+(b3*(tlam(i)**2))

end do

do i=1,MAX
CALL RANDOM(rand)
tdg(i)=(rand*dgdelt)+dgmin
thae(i)=(0.149*tgam(i))/tdg(i)

end do

write parameters to output file

do i=1,MAX
write(1,99) tsat(i),thae(i),tbd(i),tlam(i),tm(i)
write(2,999) tdg(i),tn(i)
write(3,*) i,tgam(i)
write(4,*) tbd(i)

end do
format(6(f8.4,2x))
format(2(16.4,2x))

close(1)

close(2)

close(3)

close(4)
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stop

end

sk sk st sk s sk sk sk ok sk sk sk sk s sk sk sk sk ke sk sk sk s sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk s sk sk sk ok ke sk sk skeskoskoskokok

program kbmcest

3k sk sk sk sk sk sk s sk sk s sk sk s sk sk s sk sk s sk sk s sk sk s sk sk sk sk sk sk sk sk s sk sk seoske sk seoske sk seoske sk seosk sk sosk sk sk sk skosko sk skosk sk sk ok
This program estimates moisture retention data in the presence

of measurement error. The code was originally written by

Robert Holt, 1999 to estimate van Genucthen fitting parameters.

It has been modified by Kristine Baker, 2000 for estimates of

Brooks and Corey fitting parameters. The code is the 2nd source

code in a series of 6 codes used to evaluate pedotransfer model

predictions. This source code must be linked to the following

subroutines: input.for, errors.for, bulkdest.for, and mccurve.for.

sk st st sk s sk ok sk ok sk sk sk sk s s sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk s sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk s sk sk sk ok ke sk sk skeskoskoskokok

Include'dimen.inc’

double precision vV,vL,vW,vP,vvT,vvB

double precision vphi(MAXSZ2),vtaph(MAXSZ2),vin(MAXSZ2)
double precision psii(MAXPSI)
double precision Lhr,Ldr,Wr

double precision Lhe,Ldc,Wc

integer Npts,Npsi,i,j,nV,nL,nW,nP

character*5 str
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logical verrcor
common/nseeds/nV,nL,nW,nP
common/errparms/vV,vL,vW,vP,vvT,vvB
common/tparams/vphi,vtaph,vtn
common/press/psii
common/ring/Lhr,Ldr, Wr
common/contain/Lhc,Ldc,Wc
common/intgrs/Npts,Npsi
common/chars/str
common/logi/verrcor

common/typ/iptype

double precision EVS(MAXSZ2),ELdc(MAXSZ2),ELhc(MAXSZ2),
& EWc(MAXSZ2),EWsc(MAXSZ2)

double precision ELht(MAXSZ2),ELdt(MAXSZ2),EWbt1(MAXSZ2),
& EWsat(MAXSZ2),EWbt2(MAXSZ2, MAXPSI),ELpsil (MAXSZ2,MAXPSI),
& ELpsi2(MAXSZ2,MAXPSI)

common/bderrors/EVs,ELhc,ELdc,EWc,EWsc

common/mcerrors/ELht, ELdt, EWbt1,EWsat, EWbt2 ELpsil,ELpsi2

double precision tbd(MAXSZ2),ebd(MAXSZ2)

common/bulkd/tbd,ebd

double precision EstMC(MAXSZ2,MAXPSI),tMC(MAXSZ2,MAXPSI)
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common/mcdata/EstMC,tMC

Read in random fields
call input

write(*,*) 'input complete'

Calculate error values
call errors

write(*,*) 'errors calculated'

Calculate bulk densities
call bulkdest

write(*,*) 'bulk densities complete'

Calculate Moisture Characteristic Curves

call mccurve(iptype)

write(*,*) 'Moisture-Characteristic curves complete

Output results
open(60,file=str // 'me.prn',status='unknown')
open(61,file=str // 'bd.prn’,status="unknown'")
do i=1,Npts

do j=1,Npsi
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write(60,10) 1,j,-psii(j),tMC(1,j), EstMC(1,))
end do
write(61,20) i,tbd(i),ebd(1)

end do

10 format(i6,1x,i6,1x,3(1pe10.3,1x))

20 format(i6,1x,2(1pel0.3,1x))

close(unit=60)

close(unit=61)

end
c 3k sk sk sk s sk sk s sk sk s sk sk s sk sk s sk sk s sk sk sk sk sk s sk sk s sk sk sk sk sk s sk sk s sk sk seoske sk s sk sk seoske sk sosk sk sk sk skosko sk skosk sk sk ok
Program Psdest
c st sk sk sk s sk sk s sk sk s sk sk s sk sk s sk sk s sk sk s sk sk s sk sk s sk sk sk sk sk sk sk sk seoske sk seoske sk seoske sk seosk sk sosk sk skosk sk skosko sk skosk sk sk ok
c This is the main source code for the PSD estimated van Genuchten
C curve fitting parameters. Written by Kristine Baker, April 2000.
C This code is the 3rd source code in a series of 6 codes written
C for evaluation of pedotransfer model predictions. This source code
C must be linked to the following subroutines: input.for, fdcurve.for
C and output.for.

C Written by Kristine Baker, March 2000.

c 3k sk st sk s sk sk sk ok sk sk sk sk s s sk sk sk sk sk sk sk sk s sk sk sk sk sk sk sk s sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk s sk sk sk ok ke sk sk skeskoskoskokok
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include 'dimenl.inc'

external input

external fdcurve

external output

integer 1,

initialize arrays

do i=1,MAX
tn(i1)=0.0
tdg(1)=0.0
estn(1)=0.0
estdg(1)=0.0
tBd(1)=0.0
eVol(i)=0.0
tTotW(1)=0.0
erl(1)=0.0
er2(1)=0.0

end do

do i=1,NPTS
avgd(1)=0.0
tsvW(1)=0.0
tM(1)=0.0
er3(1)=0.0
erd(1)=0.0

er5(i)=0.0
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end do
do i=1,MAX
do j=1,NPTS
tfd(i,j)=0.0
Obsfd(i,j)=0.0
esoilW(i,j)=0.0
end do
end do
do i=1,RNG
td(1)=0.0
end do
read random field data and input deck
call input
write(*,*) 'input complete'
calculate F(d)
call fdcurve
write(*,*) 'PSD curves complete’'
Output results
call output
write(*,*) 'Output complete’'
stop

end
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sk sk st s s sk sk sk ok sk sk sk sk s sk sk sk sk sk sk sk sk s sk sk sk sk sk sk sk sk s s sk sk sk sk sk sk st sk sk sk sk sk sk sk sk sk sk sk sk sk sk ok ke sk sk s s sk sk sk sk ok ke ke skoskosk

Program numpts

sk sk st s s sk sk sk ok sk sk sk sk s sk sk sk sk sk sk sk sk s sk sk sk sk sk sk sk sk s s sk sk sk sk sk sk st s s sk sk sk sk sk sk sk sk s sk sk sk sk ke sk sk sk s sk sk sk sk ke ke ke skoskosk

C This program fits the Brooks and Corey equation to moisture characteristic
C curves in order to determine the number of points required to obtain the

C best estimates of lambda and air entry pressures. This source code is the

C 4th code in a series of 6 codes written to evaluate pedotransfer model

C predictions. The code must be linked to the following subroutines:

v sort.for, Bcfit.for, avevar.for, and calcMC.for.

C Written by Kristine Baker, March 2000.
sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk s skeoske sk sk sk sk s skeoske sk sk sk skeosie skeoske sk sk s skeosie sk sk sk sk sk s skeoske sk sk sk sk s sk skeoskeosk sk seoskoskoskoske skokeskok sk
include 'param?2.inc'
external sort
external Befit
external avevar

C external calcMC

integer 1,j,int,cntl,cnt2,al,a2,b1,b2,cl,c2,lenl,len2

real row(MAX),tlamb(MAX),thae(MAX),tsat(MAX),tBd(MAX),X(2),
+  obsBd(MAX),dat(P),head(P),tmc(MAX,P),
+  obsmc(MAX,P),psii( MAX),tm(MAX)

real med1,med2,fivel,five2,avel,varl,ave2,var2,
+  ninfivl,ninfiv2,f1,f2

Real(4) ratiol(MAX),ratio2(MAX),rat1(MAX),rat2(MAX),pt(P)
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common /samples/i,obsmc,psii,pt
common /paramdat/X

character*5 str

data pt/0.,10.,20.,30.,40.,60.,80.,100.,200.,
330.,1000.,3000./

str="HP002'

open input files
open(1,file="tmoist.dat',status="OLD")

open(30,file=str // 'me.prn',status='old")

open debug files
open(2,file="ratiol.dat',status="unknown'")
open(3,file="ratio2.dat',status="unknown")

open(4,file="mcfits.dat',status="unknown'")

open output files
open(10,file='stats1.out',status="unknown')
open(20,file='stats2.out',status="unknown')

open(40,file="ratios.out',status="unknown'")

read input files
do i=1,MAX
read(1,*) tsat(i),thae(i),tBd(i),tlamb(1),tm(1)

end do
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do i=1,MAX
do j=1,P
read(30,*) row(i),dat(j),head(j),tmc(i,j),obsmc(i,j)
end do

end do

determine observed porosity for each curve
do i=1,MAX
psii(i)=obsmc(i,1)

end do

initialize variables
med1=0.0
five1=0.0
ninfivl1=0.0
med2=0.0
five2=0.0
ninfiv2=0.0
cnt1=0

cnt2=0
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99

do i=1,MAX
ratio1(1)=0.0
ratio2(i)=0.0
rat1(1)=0.0
rat2(i)=0.0

end do

SELECT P1-P5S NUMBER OF DATA POINTS ALONG EACH CURVE

and calculate log(effS) and log(h)

do 10 i=1,MAX
f1=0.0
2=0.0

call subroutine to calculate moisture content at selected data pts.
call caleMC

call fitting subroutine - passing "true" values as initial guess,

the length of the data, and the X and Y data points.

call Befit
f1=X(1) lair entry
2=X(2) lambda

write(4,99) 1,f1,12,psii(i)
format(i4,2x,2(19.4),2x,16.4)

calculate ratio of estimated lambda vs. true lambda and
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estimated hae vs. true hae for every curve/set of datapts selected.

ratio1(i)=f1/thae(i)

ratio2(i)=f2/tlamb(i)

eliminate zeros from ratios array
if(ratio1(i).ne.0.0) then
cntl=cnt1+1
ratl(i)=ratiol(i)

end if

if(ratio2(i).ne.0.0) then
cnt2=cnt2+1
rat2(i)=ratio2(i)

end if

continue lend MAX do loop (i)

write arrays to ouput file for observation
do i=1,cntl
write(2,*) iratiol(i)
end do
do i=1,cnt2
write(3,*) i,ratio2(i)

end do
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determine mean and variance of arrays
call avevar(ratl,cntl,avel,varl)

call avevar(rat2,cnt2,ave2,var2)

Sort arrays

call sort(rat1,rat2)

determine median, 5%, and 95% for each ratio array
lenl=MAX-cntl
len2=MAX-cnt2
al=lenl+(cnt1/2)
a2=len2+(cnt2/2)
if(cnt1*0.05.gt.1.0) then
bl=lenl+(cnt1*0.05)
else
bl=lenl+1
end if
if(cnt2*0.05.gt.1.0) then
cl=len2+(cnt2*0.05)
else
cl=len2+1
end if

if(cnt1*0.95.1t.cnt1) then
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b2=lenl+(cnt1*0.95)
else

b2=lenl+cntl
end if
if(cnt2*0.95.1t.cnt2) then

c2=len2+(cnt2*0.95)
else

cl=len2+cnt2
end if
medl=ratl(al)
fivel=rat1(b1)
ninfivl=rat2(b2)
med2=rat2(a2)
five2=rat2(cl)

ninfiv2=rat2(c2)

write(10,*) avel,varl,medl,fivel,ninfivl
write(20,*) ave2,var2,med2,five2,ninfiv2
do i=1,MAX

write(40,*) ratio 1(i), ratio2(i)

end do

write(*,*) 'looped through all sets'

close(1)
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close(2)
close(3)
close(4)
close(10)
CLOSE(20)
close(30)

close(40)

stop

end

3k st st s s sk ok sk ok sk sk sk sk s sk sk sk sk sk sk sk sk s sk sk sk sk sk sk sk st sk sk sk sk sk sk sk sk sk sk s sk sk sk ok ke sk sk skoskoskoskoskoskok ok k

Program select

st sk sk sk sk sk sk s sk sk s sk sk s sk sk s sk sk s sk sk seoske sk s sk sk s sk sk seoske sk sk sk sk s sk sk seoske sk seosk sk sk sk sk sk skosk sk sk
This program randomly selects X number of samples COMBO

number of times where COMBO=number of combinations of X.

This source code is the 5th code in a series of 6 codes

written for evaluation of pedotransfer predictions.

Written by Kristine Baker, March 2000.

3k sk st s s sk ok sk ok sk sk sk sk s s sk sk sk sk sk sk sk s sk sk sk sk sk sk sk sk sk s sk sk sk sk sk sk sk sk s sk sk sk ok ke sk sk sk skoskoskoskoskok ko

use DFLIB 'when using compaq visual fortran
use MSIMSL 'when using fortran powerstation

include 'arrays.inc'
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integer nseed1,nseed2

parameter (nseed1=4250,nseed2=8790)

integer 1,x,y,z,r

real rand

open input files of raw data which includes measurement error
open(11,file="mcfits.dat',status='OLD")
open(12,file="HP002bd.prn',status="OLD")

open(13,file='"Psd01out.prn',status='OLD")

do i=1,MAX
read(11,) row(i),hae(i),lamb(i),sat(i)
read(12,*) row(i),tBd(i),Bd(i)
read(13,*) tn(i),tdg(i), dg(i),n(i)

end do

Select number of samples selected (X)
numsamp(1)=S1
numsamp(2)=S2
numsamp(3)=S3
numsamp(4)=S4
numsamp(5)=S5

Select X number of samples at random from set of true curves
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C and and write psi(theta) data for each curve to output file

CALL SEED(nseed?2)

do 10 i=1,SETS 15 sets of X number of samples
do 20 y=1,COMBO Inumber of combinations of X
samples

do 30 x=1,numsamp(i)

CALL Random(rand)

r=(rand*MAX)+1 lcurve array element for theta value

if(i.eq.1) then

Bd1(y,x)=Bd(r) ly=combination#, x=curve#
nl(y,x)=n(r)

ml(y,x)=1-(1/nl(y,x))

dgl(y,x)=dg(r)

satl(y,x)=sat(r)

aep1(y,x)=hae(r)

lamb1(y,x)=lamb(r)

gamml (y,x)=aep1(y,x)*dgl(y,x)/0.149

rl(y,x)=r

else if(i.eq.2) then
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Bd2(y,x)=Bd(r) ly=combination#, x=curve#
n2(y,x)=n(r)

m2(y,x)=1-(1/n2(y,x))

dg2(y,x)=dg(r)

sat2(y,x)=sat(r)

aep2(y,x)=hae(r)

lamb2(y,x)=lamb(r)
gamm?2(y,x)=aep2(y,x)*dg2(y,x)/0.149

12(y,x)=r

else if (i.eq.3) then

Bd3(y,x)=Bd(r) ly=combination#, x=curve#
n3(y,x)=n(r)

m3(y,x)=1-(1/n3(y,x))

dg3(y,x)=dg(r)

sat3(y,x)=sat(r)

aep3(y,x)=hae(r)

lamb3(y,x)=lamb(r)

mcae3(y,x)=sat3(y,x)/(1+lamb3(y,x))
gamm3(y,x)=aep3(y,x)*dg3(y,x)/0.149

r3(y,x)=r

else if (i.eq.4) then
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Bd4(y,x)=Bd(r) ly=combination#, x=curve#
n4(y,x)=n(r)

mé(y,x)=1-(1/n4(y,x))

dg4(y,x)=dg(r)

sat4(y,x)=sat(r)

aep4(y,x)=hae(r)

lamb4(y,x)=lamb(r)
gamm4(y,x)=aep4(y,x)*dg4(y,x)/0.149

r4(y,x)=r

else if (i.eq.5) then

Bd5(y,x)=Bd(r) ly=combination#, x=curve#
n5(y,x)=n(r)

m5(y,x)=1-(1/n5(y,x))

dg5(y,x)=dg(r)

sat5(y,x)=sat(r)

aep5(y,x)=hae(r)

lamb5(y,x)=lamb(r)
gamm5(y,x)=aep5(y,x)*dg5(y,x)/0.149

r5(y,x)=r

end if
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20

10

continue
continue

continue

open output files

open(10,file="param1.prn',status='unknown')
open(20,file="param?2.prn',status='unknown')
open(30,file="param3.prn',status='unknown')
open(40,file="param4.prn',status='unknown')

open(50,file="param5.prn',status='unknown')

do y=1,COMBO
do x=1,numsamp(1)
write(10,99) x,rl(y,x),Bd1(y,x),nl(y,x),dgl(y,x),
+  satl(y,x),aepl(y,x),lamb1(y,x),gamm]l(y,x),ml(y,x)
end do

end do

do y=1,COMBO
do x=1,numsamp(2)
write(20,99) x,r2(y,x),Bd2(y,x),n2(y,x),dg2(y,x),
+  sat2(y,x),aep2(y,x),lamb2(y,x),gamm?2(y,x),m2(y,x)

end do
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c end do

C do y=1,COMBO

c do x=1,numsamp(3)

c write(30,99) x,r3(y,x),Bd3(y,x),n3(y,x),dg3(y,x),
c + sat3(y,x),aep3(y,x),lamb3(y,x),gamm3(y,x),m3(y,x)

c enddo

c end do

C do y=1,COMBO

C do x=1,numsamp(4)

C write(40,99) x,r4(y,x),Bd4(y,x),n4(y,x),dg4(y,x),
c + satd(y,x),aep4(y,x),lamb4(y,x),gamm4(y,x),m4(y,x)

c enddo

c end do

C do y=1,COMBO

c do x=1,numsamp(5)

c write(50,99) x,r5(y,x),Bd5(y,x),n5(y,x),dg5(y,x),
c + sat5(y,x),aep5(y,x),lamb5(y,x),gamm5(y,x),m5(y,x)

c enddo

C end do

99 format(i3,2x,i4,2x,9(18.4,2x))

CLOSE(10)
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CLOSE(20)
CLOSE(30)
CLOSE(40)
CLOSE(50)
CLOSE(11)
CLOSE(12)
CLOSE(13)

close(14)

stop

end

sk sk st s s sk sk sk sk sk sk sk sk s sk sk sk sk sk sk sk sk s s sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk st s s sk sk sk sk sk sk sk sk s sk sk sk sk ke sk ke skoskosk

Program HPeqns

3t sk sk sk s sk sk s sk sk s sk sk s sk sk s sk sk seoske sk s sk sk s sk sk s sk sk s sk sk sk sk sk s sk sk seoske sk seoske sk seosk sk skeosk sk skosko sk skosk sk skoskok
This program reads in MCC data w/error and does a non-linear

fit to obtain pedotransfer model estimation equations for

model parameters lambda and gamma used to estimate moisture

retention curves. This source code is the 6th code in a series

of 6 codes written to evaluate pedotransfer model predictions.

Written by Kristine Baker, March, 2000.

3k st st sk s s sk sk sk sk sk sk sk s sk sk sk sk ok sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk s sk sk sk sk sk sk sk sk sk sk sk sk sk ki sk sk skoskosk

use MSIMSL !when using MSfortran powerstation
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use DFLIB !when using compaq visual fortran

include 'param?2.inc'

This program must be linked to the following external files
external linefit

EXTERNAL polyfit

external avevar

external sort

integer LEN, f,1,j,X,y,z,k,indx

real LX(2),GX(3)

character*6 str

common/modparams/gamm,ratio,lamb,Bd

common/combnum/indx

open intput files
write(*,*) 'Enter param# and return’
read(*,'(a6)") str

open(1,file=str // ".prn',status="old")

initialize variables
med1=0.0
five1=0.0
ninfiv1=0.0

med2=0.0

454



five2=0.0

ninfiv2=0.0

med3=0.0

five3=0.0

ninfiv3=0.0

med4=0.0

five4=0.0

ninfiv4=0.0

med5=0.0

five5=0.0

ninfiv5=0.0

avel=0.0

ave2=0.0

ave3=0.0

aved4=0.0

varl1=0.0

var2=0.0

var3=0.0

vard=0.0

var5=0.0
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do i=1,S
ratio1(1)=0.0
ratio2(i)=0.0
ratio3(i)=0.0
ratio4(1)=0.0
ratio5(i1)=0.0

end do

do i=1,COMBO
do j=1,S
samp(j)=0.
r(j)=0
Bd(i,j)=0.
n(i,j)=0.
dg(i,))=0.
sat(i,))=0.
hae(i,j)=0.
lamb(i,j)=0.
gamm(1,j)=0.
m(1,j)=0.
ratio(i,j)=0.0
end do

end do
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C

10

C

READ OBSERVED DATA
do y=1,COMBO
do z=1,S
read(1,*) samp(z),r(z),Bd(y,z),n(y,z),dg(y,z),
sat(y,z),hae(y,z),lamb(y,z),gamm(y,z),m(y,z)
ratio(y,z)=lamb(y,z)/(n(y,z)-1)
end do

end do

Regression analysis fitting subroutine to determine al and a2
do 10 y=1,COMBO

indx=y

call linefit(LX)

fal(y)=LX(1)

fa2(y)=LX(2)

Compare estimated values to "true" values (using all samples)
if(fal(y).eq.0.0) fal(y)=0.00001
ratiol(y)=fal(y)/al
if(fa2(y).eq.0.0) fa2=0.00001
ratio2(y)=fa2(y)/a2
end do

Regression analysis fitting subroutine to determine b1,b2,and b3
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do 20 y=1,COMBO
indx=y
call polyfit(GX)
fb1(y)=GX(1)
fb2(y)=GX(2)
fb3(y)=GX(3)
if(fb1(y).eq.0.0) tb1=0.00001
ratio3(y)=tb1(y)/bl
if(tb2(y).eq.0.0) t62=0.00001
ratio4(y)=1tb2(y)/b2
if(tb3(y).eq.0.0) b3=0.00001
ratio5(y)=ftb3(y)/b3

end do

write(*,*) 'looped through all sets'

determine mean and variance of arrays
call avevar(ratiol,S,avel,varl)

call avevar(ratio2,S,ave2,var2)

call avevar(ratio3,S,ave3,var3)

call avevar(ratio4,S,ave4,var4)

call avevar(ratio5,S,ave5,var5)
write(*,*) 'called avevar'

Sort arrays
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call sort(ratiol,COMBO)
call sort(ratio2,COMBO)
call sort(ratio3,COMBO)
call sort(ratio4,COMBO)
call sort(ratio5,COMBO)

write(*,*)'sorted ratios'

determine median, 5%, and 95% for each ratio array
c1=S*0.05
if(cl.le.0) c1=1
c2=S*0.95
c3=S*0.50
med1=ratiol(c3)
fivel=ratiol(cl)
ninfivl=ratio2(c2)
med2=ratio2(c3)
five2=ratio2(cl)
ninfiv2=ratio2(c2)
med3=ratio3(c3)
five3=ratio3(cl)
ninfiv3=ratio3(c2)
med4=ratio4(c3)
fived4=ratio4(cl)

ninfiv4=ratio4(c2)
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med5=ratio5(c3)
fiveS=ratio5(c1)
ninfivS=ratio5(c2)

write(*,*) 'calculated stats'

open output files
open(10,file="coeffs.prn’,status="unknown')
open(100,file="ratios.prn',status='unknown')
open(200,file='stats1.prn’,status="unknown')
open(300,file='stats2.prn',status="unknown')
open(400,file='stats3.prn',status="unknown')
open(500,file='stats4.prn’,status="unknown')

open(600,file='stats5.prn',status="unknown')

do k=1,COMBO

write(10,99) fal(k),fa2(k),
tb1(k),b2(k),b3(k)

write(100,99) ratio 1 (k),ratio2(k),
ratio3(k),ratio4(k),ratio5(k)
end do
write(200,99) avel,varl,med1,fivel,ninfivl
write(300,99) ave2,var2,med2,five2,ninfiv2
write(400,99) ave3,var3,med3,five3,ninfiv3

write(500,99) ave4,var4,med4,five4,ninfiv4
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write(600,99) ave5,var5,medS5, five5,ninfiv5

format(5(19.4,2x))

close(1)
close(10)
close(100)
close(200)
close(300)
close(400)
close(500)
close(600)
stop

end
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Appendix R

Model Sensitivity Analysis Results
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R.1 Results

Comparison of the Brooks and Corey fitting parameters (A and /,.) obtained using
varying numbers of data points showed very little differences between the true and
fitted parameters for all scenarios. The results improved somewhat with increasing
number of measurements, but the worst case scenario provided adequate results,
indicating that the 12 data points used in the laboratory analysis should have been
adequate to define the parameters (see Table M.1).

Increasing the number of samples used in model calibration improved somewhat,
however inclusion of conservative measurement error resulted in large standard
deviations in model estimation equation coefficients (al, a2, bl, b2, and b3). Although
estimates were still less than ideal, model calibration results improved quite
significantly when the range of particle diameters were decreased (d, ranging from 0.10
mm to 0.50 mm - see Tables M.2 and M.3). This supports our hypothesis that the
Haverkamp and Parlange (1986) model provides better results when the model is

calibrated to individual geologic units composed of very similar textures.
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Table R.1 — Ratio of estimated fitting parameters to true fitting parameters using
various number of data points along h(0) curves.

A mean variance median lower limit  upper limit
12 pts 0.993 4.39E-03 1.000 0.929 1.044
20 pts 0.989 7.50E-03 1.000 0.914 1.018
50 pts 0.992 4.14E-03 1.000 0.948 1.013
100 pts 0.995 2.18E-03 1.000 0.951 1.020

250 pts 0.993 2.68E-03 1.000 0.950 1.012
h,. mean variance median lower limit  upper limit
12 pts 0.996 3.18E-03 1.000 0.924 1.044
20 pts 0.989 7.50E-03 1.000 0.914 1.018
50 pts 0.992 4.14E-03 1.000 0.948 1.013
100 pts 0.995 2.18E-03 1.000 0.951 1.020
250 pts 0.993 2.68E-03 1.000 0.950 1.012
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Table R.2 — Statistics for the ratio of estimated to true values for model coefficients
for the narrow range of particle diameters (for 1000 combinations of X number of
samples).

stats for new dg range (dg=0.10-0.50 mm):

20 pts mean variance median 5% 95%
al 3.2122 0.5745 3.1318 2.1602 4.557
a2 0.333 0.0172 0.3331 0.1115 0.5428
bl 1.2213 0.0355 1.2101 0.9327 1.5408
b2 2.4784 1.8522 2.3727 0.3794 4.7546
b3 16.8833 292.2631 15.7537  -9.9435  44.8215
40 pts mean variance median 5% 95%
al 3.1524 0.2267 3.1124 2.4417 3.9829
a2 0.3359 0.0078 0.3388 0.1829 0.4726
bl 1.2085 0.0106 1.1996 1.0531 1.3867
b2 24118 0.5397 2.3464 1.3497 3.7047
b3 16.4116 75.1001 15.1829  4.0002  31.5743
80 pts mean variance median 5% 95%
al 3.174 0.1166 3.1409 2.6561 3.7737
a2 0.3298 0.004 0.3312 0.2225 0.4327
bl 1.2026 0.0045 1.1948 1.1049 1.3238
b2 2.3588 0.2132 2.29 1.724 3.1891
b3 15.7207 26.9978 14.6341 8.8525  25.1297
100 pts mean variance median 5% 95%
al 3.1583 0.0847 3.147 2.6977 3.6474
a2 0.3319 0.0028 0.3312 0.2472 0.4184
bl 1.1985 0.0035 1.191 1.1116 1.3022
b2 2.3227 0.1646 2.2536 1.7503 3.0868
b3 15.2733 20.6985 143427  9.2619  24.1748
200 pts mean variance median 5% 95%
al 3.1432 0.0433 3.1288 2.8072 3.4982
a2 0.3329 0.0015 0.3346 0.2675 0.3953
bl 1.1917 0.0015 1.1872 1.1331 1.2666
b2 2.2896 0.0723 2.2499 1.9159 2.8222
b3 14.9523 8.9742 143568  11.1418  20.9208

ratio est/true

all data coeff
al 3.1481
a2 0.3308
bl 1.183
b2 2.2306
b3 14.258
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Table R.3 — Statistics for the ratio of estimated to true values for model coefficients
for the initial range of particle diameters (for 1000 combinations of X number of
samples).

stats for initial d,range (d,= 0.07-1.0 mm)

20 pts mean variance median 5% 95%
al 3.5755 1.6723 3.3293 2.0072 6.1419
a2 0.2792 0.0386 0.2927  -0.0807  0.5724
bl 1.3105 0.1521 1.3328 0.6054 1.895
b2 3.2998 6.1389 3.2863 -0.8957 7.3651
b3 28.7846 885.726 26.9305 -17.2549  79.3955

40 pts mean variance median 5% 95%
al 3.4897 0.6295 3.373 2.4284 5.0377
a2 0.2777 0.0174 0.2855 0.0399 0.4732
bl 1.2763 0.0634 1.296 0.8263 1.6692
b2 3.0746 2.5278 3.073 0.3824 5.5845
b3 26.4089 346.8885 25.406  -2.1047 57.426

80 pts mean variance median 5% 95%
al 3.4693 0.3141 3.4141 2.6592 4.3999
a2 0.2749 0.009 0.2785 0.124 0.4253
bl 1.2629 0.0346 1.2747 0.9363 1.5375
b2 2.9636 1.33 2.96 1.0437 4.7531
b3 24.9526 170.6669 243307  5.1222  46.4231

100 pts mean variance median 5% 95%
al 3.4517 0.2434 3.41 2.7277 4.3198
a2 0.2768 0.0069 0.2783 0.1357 0.4079
bl 1.2578 0.0268 1.2648 0.9832 1.5124
b2 2.9137 1.0316 2.863 1.3282 4.6235
b3 24.2682 134.2178 22.6244  7.0945  44.3577

200 pts mean variance median 5% 95%
al 3.4263 0.1219 3.3959 2.9155 4.0269
a2 0.2774 0.0037 0.2795 0.1775 0.3714
bl 1.2369 0.0141 1.2314 1.0468 1.4406
b2 2.8048 0.5212 2.73 1.6929 4.0889
b3 23.2401 65.2925 21.996 11.9246  38.3216

ratio est/true

all data coeff
al 3.4006
a2 0.2799
bl 1.2017
b2 2.4857
b3 19.123
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MCC Model Estimates (all samples)
1-10 I I

100

Tension head (cm)

I I I
0 0.1 0.2 0.3 0.4

Volumetric Moisture Content(cc/cc)

<& Observed data w/error
— Estimated curves

RSQ=0.599

dg range is from 0.07mm to 1.0mm
01(0) = 0.429

Figure R.1 - Example of worst model results for initial range of particle diameters
(0.07 to 1.0 mm).
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MCC Model Estimates (all samples)
110 I I

100

Tension head (cm)
|

]

0 0.1 0.2 0.3 0.4
Volumetric Moisture Content(cc/cc)

<& Observed data w/error
— Estimated curves

RSQ=10.991

dg range is from 0.07mm to 1.0mm
01(0) = 0.43

Figure R.2 — Example of best model results for initial range of particle diameters
(0.07 to 1.0 mm).
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Estimated vs. Observed Curves

1-10 T T

100

Tension head (cm)

10

0.1

0 0.1 0.2 0.3 0.4
Volumetric Moisture Content(cc/cc)

X X Observed
— Estimated

dg range is from 0.10 mm to 0.50 mm

RSQ = 0.894
dgc = 0.407
01(0) = 0.441

Figure R.3 — Example of worst model results for narrow range of particle
diameters (0.1 to 0.5 mm).
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Estimated vs. Observed Curves
1-10 T T

100 ]

Tension head (cm)

| | | |
0 0.1 0.2 0.3 0.4
Volumetric Moisture Content(cc/cc)

0.1

X X Observed
— Estimated

dg range is from 0.10 mm to 0.50 mm

RSQ=1
dgc = 0.408
01(0) = 0.414

Figure R.4 — Example of best model results for narrow range of particle diameters
(0.1 to 0.5 mm).
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