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ABSTRACT

Schlieren imaging is a widely used technique to visualize refractive distur-
bances in gaseous flows, but it lacks the ability to directly determine chemical
composition. To address this limitation, a method was developed for simulta-
neous schlieren imaging and imaging spectroscopy, enabling the visualization
and interpretation of chemically complex environments with multiple gas species.
Experiments utilized laminar helium plumes infused with iodine gas to compare
refractive index changes captured via schlieren imaging with spectrally resolved
iodine absorption features recorded through an imaging spectrometer. By apply-
ing the Beer-Lambert Law to the spectral data, local iodine concentrations were
extracted and correlated spatially with refractive index variations. To simplify the
setup, a secondary color-filtered schlieren system was introduced, replacing the
spectrometer with narrow bandpass filters centered on specific iodine absorption
wavelengths. Quantitative schlieren imaging, paired with dual-wavelength mea-
surements, enabled calculation of both the local refractive field and the species
concentration without direct spectral analysis. These measurements were further
used to reconstruct the density field across the plume. The methodology demon-
strates that color-filtered schlieren imaging, when combined with appropriate
calibration and reconstruction algorithms, can simultaneously deliver species
concentration and density field information, providing a practical and efficient
alternative to traditional multi-diagnostic approaches for chemically non-uniform
flows.

Keywords: Schlieren Imaging; Imaging Spectroscopy; Concentration; Beer-Lambert
Law; Color-Filtered Schlieren; Optical Diagnostics; Density Reconstruction.
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CHAPTER 1

INTRODUCTION

1.1 Research motivation

Refractive imaging techniques have been widely used for the characterization
of complex flow fields, however, these techniques largely assume a uniform species
within the flow field. The presence of mixed species in unknown quantities intro-
duces uncertainties into the measurements with these techniques. Spectroscopy
has been used to track the chemical dispersion in a flow, however, these mea-
surements tend to represent one region of the environment at a time and do not
allow for visualization of the full flow field at once. This work aims to fill the gap
in the understanding of these techniques and the manner in which they may be
combined to achieve a measurement of density in a multi-species flow.

In order to characterize these complex mixed-species flow fields, a method
was developed and experimentally validated for identifying and further quanti-
fying the presence of mixed chemical species within laminar gas plumes using
combined spectroscopic and refractive imaging techniques.

1.2 Optical experimental methods

Optical techniques can be highly effective for both qualitative and quantita-
tive measurements during experimental testing. Their non-invasive nature allows
for capturing an accurate representation of the event of interest without causing
interactions or disturbances with the flow. Schlieren and shadowgraphy optical
techniques, specifically, are of interest because of their ease of use and implementa-
tion. They allow for high-speed phenomena to be captured clearly and effectively
using high-speed cameras for various scenarios with optically transparent flows.

1.2.1 Schlieren imaging

Schlieren imaging is an optical diagnostic method that is commonly used
to visualize refractive index gradients in transparent media [1–3]. The gradients
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visualized within schlieren images are caused by changes in density, tempera-
ture, pressure, and chemical species within the visualized flow field [4, 5]. The
schlieren technique has been used and studied since it was developed in the
1600’s by Robert Hooke, who first visualized the refraction of light through candle
plumes [1]. Eventually it was developed further to the point of visualizing the
first shock waves in the 1800’s. Several comprehensive reviews of the schlieren
technique have been written, including Settles (2001), Kleine (2010), and Settles
and Hargather (2017) [1, 3, 4].

A schematic of a traditional lens-type schlieren setup is provided in Figure 1.1.
The lens-type schlieren system uses achromatic doublets as the optics, or lenses
(SL1, SL2). Light from a point source (LS) is collimated by the first schlieren optic
and refocused by the second schlieren optic. The light is parallel throughout the
test section, defined as the area between the two lenses. The light returns to a
point one focal length away from the second schlieren optic. A knife-edge cutoff
(KE) is placed at the focal point to create the schlieren effect. The light is then
captured by a camera (C).

Figure 1.1: Basic setup design of a lens-type schlieren system. See text and
nomenclature listings for detailed description.

The resulting schlieren image captures the refraction of the collimated light
passing through any variations in refractive index existing within the test sec-
tion. More specifically, the schlieren imaging technique captures the first spatial
derivative of the refractive index [1]. Precise alignment of the components of the
schlieren setup is required to accurately take quantitative measurements using
this technique. The field of view of the images captured is also limited by the size
of the lenses used to create the schlieren setup. These lenses also serve as stops in
the system. The changes seen in the schlieren image are first related to changes
in angle of refraction, ϵ. The angle of refraction is measured by relating the light
intensity at each pixel location within the image to a reference object [2]. Using
the small angle assumption for a paraxial system, the relationship between angle
of refraction and refractive index is defined as [1]:

ϵx =
1
n

∫
∂n
∂x

∂z ≈ Z
n∞

∂n
∂x

(1.1)
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ϵy =
1
n

∫
∂n
∂y

∂z ≈ Z
n∞

∂n
∂y

(1.2)

where n is the refractive index and z is the distance along the light path axis.
The schlieren technique has been widely applied in fluid research, but more

recently it has been applied to the research of energetic materials and explosives
due to its ability to resolve quantitative details during high-speed events that
normal cameras and techniques cannot capture or resolve. Specifically, it has been
used to visualize flow fields such as shock waves, boundary layers, and turbulence
because all these can be related to changes in the refractive index within the flow
field of interest [5, 6]. It has also recently been applied to optically transparent
solids to study both shock wave responses within solids as well as stress field
measurements under various loading types [7]. Quantitative schlieren techniques
have been used for visualizing phenomena through both fixed length [2, 7] and
axisymmetric [8] objects and flow fields.

A major advantage of schlieren imaging is its sensitivity to subtle changes
within the gradients visualized as intensity changes within the image, making it
well suited to applications like shock fronts and combustion zones. Other major
advantages are its simple and repeatable optical setup and the ability to perform
both quantitative and qualitative analysis [2, 8].

1.2.2 Shadowgraphy

Another popular method of refractive imaging is shadowgraphy. The shad-
owgraph technique was invented around the same time as the schlieren technique
by Robert Hooke while visualizing the convection from candle plumes as shadows
in the background [1]. In its simplest form, shadowgraphy can be performed with
the sun as a light source and a surface to cast a shadow. Shadowgraphy can also be
performed using the same setup as a schlieren, but without the knife-edge cutoff.
This setup produces ”focused shadowgraphy” [1]. Where schlieren visualizes
the deflection angle, ϵ, of light in the test section, shadowgraphy visualizes the
ray displacement resulting from that deflection [1]. In other words, shadowg-
raphy visualizes the Laplacian of the refractive field, ∂2n

∂x2 . Therefore, thin, sharp
refractive disturbances are best shown. A diagram of the most simple form of a
shadowgraph setup is provided in Figure 1.2.

While shadowgrams are often used to visualize similar phenomena to schlieren
images, they are better suited to some flow types than others. For example, shock
waves are very clearly visualized in shadowgrams, but Prandtl-Meyer fans are
better seen in schlieren images [9]. While the shock waves are better visualized,
shadowgrams also de-emphasize other flow features. This is due in part to the
lower sensitivity of shadowgraphy to subtle gradients within the flow field in
comparison to schlieren imaging. Its sensitivity is proportional to the defocus
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Figure 1.2: Diagram of the direct shadowgraph method in its simplest form. See
text and nomenclature listings for detailed description.

distances times the Laplacian of the refractive index [10]. It also cannot be used for
direct quantitative density measurement [1, 9, 10]. However, due to its simplicity
of setup, shadowgraphy still has the advantage in larger-scale testing where a
larger field of view is required to visualize the entire event [9].

1.3 Spectroscopy

The concept of scientific spectroscopy began as early as the 1700s with New-
ton’s observation of white light breaking into colors as it passed through a prism
[11]. The growth of the field of spectroscopy continued into the 1800s with the
demonstration of distinguishing spectral lines emitted by an electric spark from
metal diodes [12]. Around the same time, the emission lines of the sun were
charted and the wavelengths of those emission lines were analyzed [12]. Since
then, scientific spectroscopy has developed from simply visualizing colors to
visualizing individual spectral responses of atoms within solids [13], but its fun-
damental goals remain the same as they did in the 1800s.

Spectroscopy is based in the study of matter and material properties based
on interactions of various forms of radiation with the material of interest [14, 15].
The various analytical methods of spectroscopy rely on the interactions between
electromagnetic energy or photons and the atoms or electrons in those materials
being analyzed, most frequently looking at emission lines within the ultraviolet
and visible ranges of the spectrum resulting from electron transitions between
quantum shells [16, 17]. The atomic spectra produced by those interactions give a
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simple and effective method of species detection and concentration measurement
based on the wavelengths and intensities of the peaks of the spectra [11, 16].

Emission spectroscopy is based on measurements of the spontaneous emission
of photons from atoms or ions in a material due to transitions of electrons [11]. The
wavelength of the spectral lines emitted gives the sample element’s identity and
the intensities are proportional to the quantity of photons emitted. This technique
has been used as a diagnostic tool in explosives testing for the detection of AlO
within fireballs [18], where a time-resolved emission spectroscopy method was
used to characterize the spectral evolution of the fireball over time [18]. Similar
research was done to explore the spectra of fireballs using absorption spectroscopy
[19]. Emission spectroscopy struggles to characterize optically dense or ”thick”
environments with high opacity and low native luminosity due to the absorption
of photons through the sample. Emission spectroscopy essentially creates its own
light, but when there is not enough emission from the excited gas species, it must
be backlit to see the chemical species. Absorption spectroscopy was therefore
chosen for that research because its measurements are line-of-sight averaged and
allow characterization inside the fireball rather than just its surface effects [19].

Emission spectra were studied before absorption spectra because they are
easier to detect [11, 20], but atomic absorption spectroscopy is the most popularly
used atomic spectrometric technique for detecting and characterizing elements
within a sample [16]. Absorption spectroscopy is based on the absorption of
photons by electrons in the atoms in the material [11]. More specifically, it is the
measurement of the process when electrons absorb electromagnetic radiation at
a given frequency or wavelength, exciting the electrons to corresponding upper
energy levels in the atom [16]. Absorption as a function of wavelength produces
the absorption spectrum, which is characteristic of the given material and its con-
centration [20]. Absorption spectroscopy has been used widely in the literature for
purposes ranging from detecting biomass and vegetation levels [20] to measuring
product formation within high-temperature fireballs [21]. A basic principle of
absorption spectroscopy, the Beer-Lambert Law, provides the fundamental theory
for calculating absorption based on light attenuation through a medium [22, 23]
and is most commonly seen in the following form [22, 24]:

log10

(
I0

I

)
= A = l

N

∑
i=1

ciεi (1.3)

where I0 is the intensity of incident light, I is the intensity of attenuated light, A
is the absorbance measured through the absorbing medium, l is the optical path
length through the medium, N is the number of absorbing species within the
medium, εi is molar extinction coefficient of the ith absorbing species, and ci is the
concentration of each absorbing species. This principle has been applied in many
of these instances, including to measure temporal variation of iodine concentration
through a gas introduction system [25] and for methane gas plume detection in
the environment [26]. Several reviews have been done of atomic spectroscopy
methods and the many advancements in the field [27, 28].
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1.3.1 Imaging spectroscopy

A popular technique for recording absorption measurements is using an
imaging spectrometer. Imaging spectrometry is a growing technology with a wide
variety of applications [29]. Historically, when taking spectroscopic measurements,
wavelengths were separated into a monochromator, and the intensities at each
frequency (wavelength) were registered on a photographic plate [16]. Today,
light detection is electronically based, and observed intensities of emitted light
are plotted versus wavelength electronically, either as a plot line or captured
in an image [16]. Imaging spectrometers allow for a more detailed view of the
spectral response of materials across a range of wavelengths at once [20]. The
output of an imaging spectrometer is essentially a three-dimensional cube of
data: wavelength, position, and intensity, with a sequence of images allowing
for time-resolved data [14]. Imaging spectroscopy has been used for a wide
range of applications, including but not limited to detecting basal cell carcinomas
[30], imaging stellar spectra aboard the Hubble Space Telescope [31], mapping
materials on the surface of Saturn’s moons [32], measuring reflected solar energy
for mapping Earth’s surface [33], characterizing soil sample profiles and mapping
elemental concentrations in high-resolution [34].

A massive advantage to imaging spectroscopy over other spectroscopic mea-
surement techniques is its ability to perform material identification and characteri-
zation remotely and non-destructively [34, 35]. A major application of imaging
spectroscopy is hyperspectral remote sensing for Earth science, which uses re-
flected and emitted energy to measure the physical properties of distant objects
and materials [14, 36]. Remote sensing has been widely applied for distant terres-
trial measurements and mapping Earth with aerial and space imagery [14]. These
measurements have been applied to atmospheric studies, vegetation mapping,
snow and ice hydrology [15], and gas tracing for public and environmental health
monitoring [37]. As the field of spectroscopy develops, so does the technology
used for imaging spectroscopy. Its popularity continues to grow as the instruments
used become smaller and less expensive [29, 37].

1.4 Tomographic reconstruction

Tomographic reconstruction refers to the process of recovering spatially re-
solved information from line-of-sight (LOS) integrated measurements [38]. These
techniques are vital to experimental research where LOS integrated measurements
are preferred for non-intrusive visualization of complex environments. Tomo-
graphic methods are especially useful in optical diagnostics such as absorption
spectroscopy and schlieren imaging where the measured signal is an integral
over a path length through a medium [39, 40]. Inverting this path-integrated
data allows for spatially resolved reconstructions of physical properties such as
temperature, pressure, and concentration fields [8]. In particular, when applied
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to axisymmetric systems, tomographic reconstruction makes use of mathemat-
ical transforms such as the Radon or Abel transform to recover radial profiles
from projection data [41]. The diagram in Figure 1.3 depicts the relationship
between three-dimensional fields, the measurements taken through them, and
the way in which reconstruction techniques can be applied to deconvolve those
measurements.

Figure 1.3: Diagram depicting the use of tomographic reconstruction inversions
and transforms to deconvolve line of sight measurements.

The Radon transform process is used for reconstruction and deconvolution
through three-dimensional objects and flow fields to two-dimensional projections
of those objects [38, 42]. It allows for reconstruction from projections taken at
arbitrary angles [42]. The Radon transform is generally defined as:

R(θ, s) =
∫ ∞

−∞
f (x cos θ + y sin θ − s) ds (1.4)

where f (x, y) is the scalar field to be reconstructed and R(θ, s) is the projection
of f at angle θ. Unlike the Abel transform, which assumes cylindrical symmetry,
the Radon transform can handle arbitrary two or three-dimensional fields [40].
The inverse Radon transform is computationally intensive and sensitive to noise,
particularly when the number of angular projections is limited. This problem
is common in experimental setups where physical access or optical constraints
restrict the number of available views. To address this, regularization techniques
such as Tikhonov regularization are commonly applied to stabilize the inversion
[42].

Radon-based techniques are particularly relevant in tomographic absorption
spectroscopy (TAS), where LOS integrated absorbance measurements are taken
at different angles or views to reconstruct temperature and species concentration
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fields [40, 43]. In these setups, the Beer-Lambert Law provides a relationship
between the absorbance measurements and the target field. The inverse Radon
transform has been used in combination with TAS to reconstruct water concentra-
tion fields within laminar jets using concentration gradients [40]. It has also been
used with time-averaged TAS measurements to recover two-dimensional species
fields within turbulent jets [43].

The Abel transform is another integral transform used to convert LOS inte-
grated signals into radial distributions. Abel inversion methods eliminate the
need for more than one projection of the field of interest. This makes it especially
valuable in applications involving symmetric flame fronts, jets, and shock tubes
[8, 39, 44]. Several forms of the Abel inversion have been developed for processing
different LOS integrated measurements [41, 45, 46]. However, the various forms
of the Abel transform only apply to axisymmetric flow fields [41, 45]. The forward
Abel transform is given by [41]:

A(x) = 2
∫ R

r

f (r) r√
r2 − x2

dr (1.5)

where A(x) is the measured projection along a LOS offset from the axis by a
distance x, and f (r) is the unknown radial distribution to be recovered. The
corresponding inverse Abel transform is:

f (r) = − 1
π

∫ R

r

dA(x) / dx√
x2 − r2

dx (1.6)

Due to the integral’s singularity at the lower limit x = r [46], various meth-
ods of regularization have also been developed to stabilize the results of Abel
inversions [45]. The two-point method, for example, approximates A(x) between
neighboring measurement locations, pixels in an image, and is known for its
robustness against noise propagation [45].

In experimental studies, Abel inversion is widely applied to infer temperature
or density profiles from optical diagnostics. In schlieren imaging, the refraction
angle of light (ϵ) is first extracted from image intensity gradients and then related
to the refractive index gradient using the Gladstone-Dale Law [8]. From this, the
LOS-averaged refractive index can be calculated, which is then inverted using
the Abel transform to obtain radial distributions of density or temperature [8, 39].
Similar approaches have been used to study shock waves in explosive events
[8], where schlieren images are combined with pressure measurements to derive
temperature and density fields. The Abel transform has also been used similarly
to enable accurate reconstructions of supersonic jet density fields [44]. It has
also been applied to the field of TAS, where LOS absorption measurements from
axisymmetric flows were deconvolved to obtain temperature and concentration
measurements with radial resolution in both uniform and mixed species flows
[40].
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1.5 Foundational research

The concept of a common path schlieren and imaging spectroscopy setup
was first introduced by Smith [47] in 2016 to identify the presence of iodine at
the shock fronts produced by Al/I2O5 thermite testing. A relative absorption and
concentration measurement of the iodine gas at the blast time of arrival within the
optical field of view was estimated using the common path imaging technique.
This work was continued by Anderson [48] in 2017, who further developed the
common path schlieren and imaging spectroscopy setup. The setup was again
used to characterize a relative absorbance and concentration of iodine, this time
within turbulent plumes with a focus on the presence versus absence of iodine
rather than a quantitative measurement. This was applied to the study of turbulent
mixing within the explosive post-detonation environment. Further research was
recommended in both instances to improve upon the setup for higher accuracy
and efficiency for the quantification of chemical species within the flow field of
interest.

1.6 Objectives of the present research

It is evident from the existing body of research that an optical technique capa-
ble of spectroscopically characterizing mixed-species flow fields while simultane-
ously visualizing the full flow field has not been demonstrated. The quantitative
schlieren technique is fully developed and widely applied for flow field characteri-
zation, but lacks the ability to separate the effects of varied chemical species versus
density-based refractive gradients. Absorption imaging spectroscopy provides
information regarding the concentration of the desired species within the flow
field, but lacks the robustness to visualize a large area of a flow field, as well as
ease of implementation. The combination of these techniques provides the founda-
tional principles needed to develop a new method of characterization using only
a modified schlieren setup, which is more easily applied to a wider range of ex-
perimental circumstances. The goal of this work is to advance the understanding
of these techniques in combination. This research will be accomplished through
experimental studies with the following objectives:

• Further develop the robustness of the common path schlieren and imaging
spectroscopy technique for absorption measurements of laminar helium and
helium-iodine plumes.

• Experimentally quantify iodine concentrations within laminar helium-iodine
plumes.

• Demonstrate the relationship between absorption due to iodine presence
and density-based refractive disturbances within the schlieren field of view.

• Develop and experimentally validate a modified schlieren technique for
spectroscopic characterization without the use of a spectrometer.

9



The techniques and analysis methods developed in this work are applied to
the specific scenario of a laminar iodine-laden gas plume under ideal conditions.
The concepts developed here are intended to provide a foundation for further
exploration of larger scale applications and varied species testing in the future.
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CHAPTER 2

EXPERIMENTAL METHODS AND TESTING SETUPS

Density reconstruction within a test field of view containing multiple chemical
species was a multi-step process requiring various phases of experimental testing
and data analysis. The first step was to develop a method of correlating the
schlieren technique with absorption spectroscopy using an imaging spectrometer.
Gas plumes of known spectral responses, in this case plumes of both pure helium
and mixed helium and iodine, were used to examine variations in absorption in
the spectrometer. These variations in spectral response were correlated to spatial
positions within the schlieren field of view to first show the connection between
these two components. The goal of the next section of the research was to resolve
similar data to the combined schlieren and spectroscopy setup without the use
of an imaging spectrometer. A method of extracting quantitative schlieren data
while still accounting for differences caused by mixed gas species was desired.

2.1 Imaging diagnostics for simultaneous schlieren and imaging spectroscopy

The experimental setup utilized for the simultaneous schlieren and imaging
spectroscopy section of the research was a combination of both traditional schlieren
imaging and imaging spectroscopy. A diagram of the overall structure of this
combined setup is provided in Figure 2.1. For the traditional schlieren setup, light
from a point source is directed forward into a collimating lens. This creates a
region of parallel light in the test section. The light is then refocused by a second
lens at the end of the test section. This brings the light back down to a focal point,
where a knife edge is then placed in either a horizontal or vertical orientation
perpendicular to the direction of light travel. This creates the schlieren effect in the
light moving into a camera of the user’s choice. Two 700 mm focal length schlieren
lenses were used to visualize the events of these experiments (SL1 and SL2).

A beam splitter (BS) was placed before the focal point of the light exiting the
test section. This beam splitter was a 50-50 splitter which passed half of the light
and reflected the other half at a 90° angle. This was done so that light from the
same test section could be viewed by two different cameras. A vertical knife edge
(KE) was placed at the focal point of the light turned 90° off the direct schlieren
imaging path. The schlieren field of view was captured by a Photron Mini-UX
high-speed camera (C1). The camera was run with a frame rate of 2000 frames
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per second (fps) and an exposure of 1.11 microseconds. The light directed straight
forward was first recollimated by a 60 mm focal length lens (CL) before entering
into the front entrance slit of the imaging spectrometer (SPECT). The entrance
slit was set to approximately 1 mm in height and maintained its fixed 8 mm in
width. The light exited through the spectrometer’s rear port and was immediately
refocused by a 75 mm focal length lens (FL) before being captured by a Photron
Nova S12 high-speed camera (C2). This camera was also operated at 2000 fps
with an exposure of 14.3 microseconds. The various elements of this imaging
diagnostics setup are displayed in Figure 2.2 a and b.

Figure 2.1: Setup diagram for simultaneous schlieren and imaging spectroscopy.
See text and nomenclature listings for detailed description.

It should be noted that a shadowgraph effect was produced in the spectrome-
ter images. Shadowgraphy visualizes the second spatial derivative (Laplacian) of
the refractive index field [3]. This effect is unavoidable with the parallel arrange-
ment and the refractive index variations within the plume.

2.1.1 Imaging spectrometer

For this work, a Horiba MicroHR imaging spectrometer (labeled ”SPECT”
in Figure 2.1) was used. The Horiba MicroHR is a Czerny-Turner style imaging
spectrometer. The Czerny-Turner spectrometer style resolves the spectral intensity
of radiation imaged across a spatial dimension. It is a widely used style for
fluorescence analysis, atmospheric remote sensing, ultra-short pulse measurement,
and stand-off detection of biological agents due to its flexibility and effectiveness
in dispersing light over a broad spectral range [49, 50]. Spectrometers of this style
are typically designed with two concave mirrors and a rotatable plane diffraction
grating to achieve high spectral resolution. Light entering through an entrance
slit is collimated, dispersed, and refocused onto a detector by a focusing mirror
[49, 50]. In this case the detector is a high-speed camera positioned at the exit of
the spectrometer. A schematic of a typical Czerny-Turner spectrometer setup is
provided in Figure 2.3.
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Figure 2.2: Experimental setup images for simultaneous schlieren and imaging
spectroscopy: (a) iodine containment box with test section and optics, and (b) opti-
cal diagnostics setup. See text and nomenclature listings for detailed description.
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Figure 2.3: Schematic of internal setup of typical Czerny-Turner style imaging
spectrometer.

One of the major advantages to the Czerny-Turner style is its ability to correct
for coma aberrations through a symmetrical mirror arrangement. This improves
image quality and therefore spectral accuracy. However, conventional Czerny-
Turner designs suffer from astigmatism due to the off-axis positioning of the
mirrors. This can degrade the overall performance when using a linear detector
array [51]. Certain trade-offs therefore exist when using this spectrometer style. A
lower f-number of the system increases light collection efficiency, however, it may
also introduce additional aberrations. Additional care must therefore be used dur-
ing the calibration and component alignment steps of using the spectrometer [50].
When using the Horiba MicroHR imaging spectrometer, additional considerations
for data collection included optimizing the entrance slit width, ensuring proper
grating selection for the desired wavelength range, and correcting for variations in
instrument and camera response, which is discussed later. Environmental factors
such as changes in temperature and mechanical vibrations were minimized to
ensure as much measurement stability as possible. The Horiba MicroHR was
equipped with grating 51019. This grating has 300 grooves per millimeter, a blaze
wavelength of 600 nm, and a blaze angle of 5°10’. The recommended range of
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wavelengths for this grating is 350-1300 nm. The resolution is approximately 500
at the wavelengths of interest for this work. The spectrometer was also equipped
with a vertical entrance slit. For the purpose of this work, a horizontal entrance slit
was required. Therefore, the Horiba MicroHR was rotated by 90° to accommodate
the vertical flow direction of gas plumes through the field of view.

2.2 Imaging diagnostics for color-filtered schlieren

The experimental setup used for the color-filtered schlieren section of the
research was similar to the setup used for simultaneous schlieren and imaging
spectroscopy. However, as shown in Figure 2.4, the imaging spectrometer was
removed and was replaced with a second Photron Nova S12. This allowed for
two simultaneous views of the same schlieren test section. It should be noted
that the cameras were independently focused. It should also be noted that the
schlieren lenses served as the stops of the system. No additional stops or baffles
were required inside the camera or lenses.

Figure 2.4: Setup diagram for simultaneous color-filtered schlieren. See text and
nomenclature listings for detailed description.

Another change to the system was in the positioning of the knife edge (KE).
The data analysis for this section of the research was heavily reliant on the quan-
titative schlieren methods, where it was ideal to have the same amount of knife
edge cut-off in both views to reduce the amount of error introduced during the
quantitative schlieren calibration process. In order to do this, a single knife edge
was placed at the focal point of the light exiting the test section. The beam splitter
(BS) was then placed after the knife edge instead of before it. This ensured the
same cut-off light was observed by both cameras.

Immediately after the beam splitter, a color bandpass filter (BP) was placed
before each camera. The wavelengths of these filters were the same wavelengths
of interest: 530 nm and 650 nm. The selection of these wavelengths is discussed
later. The filters used were produced by ThorLabs (part number FKB-VIS-10).
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Filtering each camera at these wavelengths meant only changes at those individual
wavelengths within the field of view would be visualized. In theory, the changes
viewed at each wavelength would differ under the influence of iodine gas due
to its absorption peak existing at the 530 nm interest point, whereas a helium-
only plume would show no significant differences between the two wavelength
views due to its lack of significant absorption at either 530 nm or 650 nm. This is
discussed in more detail later.

Figure 2.5: Optical diagnostics experimental setup images for color-filtered
schlieren. See text and nomenclature listings for detailed description.

While color cameras could in theory be used for this application, monochrome
cameras were exclusively used. This was done in order to limit the amount of error
introduced by the camera itself due to the drop in resolution caused by the Bayer
filter, which only allows each pixel to capture intensities for one color channel
(red, green, or blue) as opposed to capturing an overall intensity value [52].
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2.3 Light source

A SugarCube LED was used as the light source (LS) of the experimental
setups. The SugarCube was chosen due to both its ease of use as well as its
well-characterized spectral output, which is available upon request to the vendor
(part #66-032 purchased through Edmund Optics). The spectral output is shown
in Figure 2.6. This provided information regarding the expected background
intensities at each wavelength of the light source for comparison to intensity
values during testing. The SugarCube also had sufficient intensities at the two
wavelengths of particular interest for this work, which were 530 nm and 650 nm,
and are displayed in Figure 2.6 and will be discussed later.

Figure 2.6: Plot of manufacturer provided SugarCube LED spectral output.

2.4 Camera syncing and triggering

During each experiment, two cameras were used to image events from the
same test section field of view simultaneously. A goal of the data processing was to
correlate the information extracted from one camera to the information extracted
from the other. Because of this, it was crucial for the cameras to be synchronized
during data capture.

In order to consistently capture synchronized data with the two cameras in
the combined schlieren and spectroscopy setup, an external trigger source was
used. A Stanford Research Systems (SRS) DG535 Delay Generator was used to
send an initial external single trigger signal to both cameras. A wiring diagram
of this camera triggering setup is shown in Figure 2.7. For later color-filtered

17



schlieren testing performed with matching cameras, the matched cameras were
synced and triggered through the Photron PVF4 software. Image capture was
triggered before the plume entered the test section, so the timestamp of the first
visualization could be correlated to ensure simultaneous imaging between the two
cameras.

Figure 2.7: Schematic for camera triggering during simultaneous schlieren and
imaging spectroscopy testing.

2.5 Chemical selection

Iodine was selected as the chemical of choice for this research because of
its well-characterized and previously documented absorption spectrum. Several
studies have been done using iodine gas as the medium of interest for absorption
spectroscopy measurements, largely for the application of atmospheric and ma-
rine science [25, 28]. Figure 2.8 depicts the absorption profile as characterized by
Tellinghuisen [53] and Saiz-Lopez [54]. Figure 2.8 shows the iodine gas absorp-
tion spectrum corresponding to the B ← X electronic transition as described by
Tellinghuisen, who focused on resolving the visible-infrared absorption spectrum
of iodine into its contributing electronic transitions. This work provided insights
into the peak absorption of iodine around approximately 530 nm. Also included
is the iodine gas absorption spectrum as described by Saiz-Lopez, who aimed to
determine the absolute absorption cross-section of iodine by conducting tests at
room temperature (295 K) and standard atmospheric pressure (760 Torr) across
wavelengths ranging from 182 nm to 750 nm. The results of this work aligned well
with the findings of Tellinghuisen in 1973.

Iodine’s absorption spectrum has a peak between approximately 520 nm and
530 nm. This peak absorption wavelength was of interest here and is depicted on
Figure 2.8 in green since it presents as green on the visible light spectrum. Another
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wavelength of interest was 650 nm, which is red on the visible light spectrum
and is depicted in red on Figure 2.8. This was of interest as a region of negligible
absorption on the iodine spectrum.

Figure 2.8: Digital recreation of iodine spectral response found by Tellinghuisen
(1973) and Saiz-Lopez (2004). Curves normalized for comparison.

In addition to having well-characterized properties, iodine gas is also clearly
visible to the naked eye. When heated to its gaseous state, it presents itself with a
bright purple hue that is clearly distinguishable against the surrounding air and
background. This property made iodine ideal for performing this experimentation
so that its presence could be consistently verified by eye. Iodine is a solid at
room temperature. A small amount of the solid grains was measured as needed
for each individual experiment and ranged from 0.1 g to 1.5 g, depending on
the desired iodine concentration level within the plume. The iodine used here
was pharmaceutical-grade re-sublimed iodine crystals produced by Mallinckrodt
Chemical Works.

Helium gas is optically clear and invisible to the naked eye. It has a small
number of distinct but weak absorption lines in the visible spectrum. The most
prominent visible absorption lines of neutral helium occur at 447.1 nm, 501.6 nm,
587.6 nm, and 667.8 nm, as documented in the NIST Atomic Spectra Database [55].
These bands, however, are significantly weaker than those of iodine. Helium’s
dominant absorption also occurs in the far-UV spectrum, not in the visible range
where iodine’s absorption peaks strongly. Regardless of strength, helium’s absorp-
tion bands do not directly overlap with those of iodine. The bandpass filters used
for this work also have a narrow enough bandwidth that overlap between the
absorption bands of helium and iodine was not a concern. Helium and iodine also
do not react with each other. Therefore, helium gas was an ideal candidate to carry
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Figure 2.9: Solid iodine grains used in experimental testing.

iodine gas into the test section without disrupting or distorting light absorbance
at iodine’s wavelengths of interest and to provide a baseline for comparison of
assumed zero absorption.

2.6 Gas introduction setup

The method of introducing both pure helium and mixed helium-iodine gas
plumes into the test section consisted of a series of 9 mm (3/8”) internal diameter
stainless steel pipes. These were positioned to deliver helium directly from a
helium tank through a mass flow meter to monitor the flow velocity during
testing. This can be seen in Figure 2.10a. To measure the flow of helium through
the system, an Aalborg Mass Flow Meter was used. This measured gas flow in
units of L/min and was calibrated specifically to measure helium flow between 0
and 500 L/min. A goal during testing was to observe laminar gas plumes rather
than turbulent plumes. This was to reduce the amount of light variation caused by

20



plume disturbances versus differences in gas species. Determination of gas flow
and the laminar status of each plume is discussed later.

After passing through the mass flow meter, a valve was positioned to direct
the helium flow in one of two directions. The first path directed the helium directly
into the test section. This was used for creating pure helium-only plumes in the
test section. The second path directed the helium through the iodine heating
chamber. This heating chamber was used for placing solid iodine particles at the
start of an experiment. Once the particles were placed in the chamber, the chamber
was sealed and heated from the outside until the internal temperature reached
above 185° Celsius (363° Fahrenheit), the vaporization temperature of solid iodine.
The chamber itself is shown in Figure 2.10b. Once the iodine was vaporized, the
helium was passed through the chamber to mix and carry iodine gas up into
the test section in the same manner and position as the helium-only plume. An
acrylic box was built to contain the test section and gases moving through the test
section. This box had holes cut for the schlieren lenses to be fitted into and sealed
around. The box was also used to minimize the amount of plume disturbances
due to air currents within the testing room so that steady laminar plumes could
be visualized more clearly. A ventilation fan was attached at the top of the box
to promptly remove iodine gas following each test to prevent contamination of
equipment and the surrounding area, as well as to prevent inhalation or excessive
contact.

2.6.1 Plume flow rates

Laminar flow was desired for each gas plume visualized within the test
section because of its natural symmetry. Turbulent flow exhibits many fluctuations
in flow characteristics. The lack of symmetry within turbulent flow prohibits the
use of the Abel inversion transform, therefore severely limiting the capabilities of
data processing using existing methods. This also means that a baseline theoretical
profile cannot be determined because the baseline is constantly changing with
the turbulent features. A clean, symmetric flow is ideal for the extraction of data.
To achieve consistent laminar features, the range of allowable gas flow rates was
calculated. This range was used to determine whether the values measured by the
mass flow meter were acceptable during each plume test.

As a general rule, pipe flow with a Reynolds number (Re) between 20 and
200 is considered to be fully laminar [56, 57]. For a similar setup to the one used
here with a pipe exit diameter of 9 mm, fully laminar jet behavior was observed
for Reynolds numbers up to 600 [58]. First, the density of the helium gas at the
testing environment conditions was calculated using the ideal gas law:

ρHe =
Patm · MHe

Ru · Tplume
= 0.1407 kg/m3 (2.1)

where Patm was the atmospheric pressure in Pa, MHe was the molar mass of helium
gas (4.003 ·10−3 kg/mol), Ru was the universal gas constant (8.3145 J/mol · K),
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Figure 2.10: Experimental setup images for gas introduction setup: (a) helium gas
introduction system overview, (b) iodine heating chamber, and (c) directional valve
for switching between pure helium plumes and mixed helium-iodine plumes.
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and Tplume was the average helium plume temperature previously determined
(293.15 K).

The relationship between Reynolds number and other variables describing
the flow exiting the pipe is:

Re =
ρ · V · dpipe

µ
(2.2)

where ρ is the density of the helium gas, V is the flow velocity, dpipe is the inner
diameter of the pipe, and µ is the dynamic viscosity of helium gas. At the testing
temperature and pressure conditions, µHe is 1.96 · 10−5 kg/m · s. After rearranging
Equation 2.2, and using these values with a minimum Re of 20 and a maximum Re
of 600 for laminar flow, the minimum and maximum flow velocities for laminar
helium flow in this pipe system were calculated as follows:

Vmin =
Remin · µHe

ρHe · dpipe
= 0.3 m/s (2.3)

Vmax =
Remax · µHe

ρHe · dpipe
= 9 m/s (2.4)

From there, the volumetric flow rates, Q, associated with the minimum and
maximum flow velocities were calculated by factoring in the cross-sectional area
of the pipe:

Apipe = π

(
dpipe

2

)2

= 6 · 10−5 m2 (2.5)

Qmin = Vmin · Apipe = 2 · 10−5 m3/s = 1 L/min (2.6)

Qmax = Vmax · Apipe = 6 · 10−4 m3/s = 35 L/min (2.7)

As validation, a second method of calculating the desired volumetric flow
rate was used [58]:

Re =
4Q

π · υ · dpipe
(2.8)

where υ is the kinematic viscosity of helium gas. This was calculated using the
following equation [57]:

υHe =
µHe

ρHe
= 14 · 10−5 m2/s (2.9)
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Using the same maximum and minimum values of Re as above, the maximum
and minimum volumetric flow rates for laminar jet behavior were calculated again:

Qmin =
Remin · π · υHe · dpipe

4
= 2 · 10−5 m3/s = 1 L/min (2.10)

Qmax =
Remax · π · υHe · dpipe

4
= 6 · 10−4 m3/s = 35 L/min (2.11)

Therefore, it was determined that flow rates measured between 1 L/min and
35 L/min on the mass flow meter were appropriate and usable for data processing.
To avoid using flow rates outside the acceptable range during testing, the flow
rate was set between 5 L/min and 30 L/min. Any tests performed where the flow
rate reading rose above 30 L/min or dipped below 5 L/min were not used for
data processing.

2.6.2 Plume temperatures

The temperature of the testing environment was measured for each data set.
The temperature within the gas plume itself was more difficult to measure. Taking
temperature measurements inside the plume during testing would have created
unwanted disturbances within the plume. Therefore, measurements of several
plumes were taken and averaged to better predict the conditions of each plume
used for the final data processing.

Temperature measurements were taken using an AMPROBE AM-530 mul-
timeter with an attached thermocouple. Before taking measurements inside any
plumes, the thermocouple was set to rest for several minutes to acclimate to room
temperature. This was also done between each plume test to ensure the testing en-
vironment had not changed significantly over time. The temperature was checked
every 30 seconds over several minutes and the readings were averaged together.
The room temperature measured before each plume test is recorded alongside the
plume temperatures in the following tables.

To measure temperatures within the plumes, the end of the thermocouple
was positioned at different locations within the gas plume. The two locations of
the greatest interest were immediately above the pipe exit and approximately 40
mm above the pipe exit. These two locations were chosen to compare the plume
temperature immediately upon entry into the test section and the temperature after
traveling a significant way into the test section and reaching the main field of view
of interest. The thermocouple was positioned using the schlieren imaging system
to visually confirm it was centered in the flow. Examples of the thermocouple
positioned in a helium plume are provided in Figure 2.11.

For the pure helium plumes tested, the thermocouple was positioned inside
the plume and left for approximately 20 seconds to ensure the thermocouple
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Figure 2.11: Example of thermocouple positioning within a pure helium plume
for temperature measurements: (a) thermocouple positioned immediately above
pipe exit, and (b) thermocouple positioned 40 mm above pipe exit.

reached a steady temperature reading at the desired flow rate. Each flow rate was
tested six times and the values measured were averaged together. This was done
for a range of flow rates as described in Table 2.1 at the two positions of interest.
The gas flow was turned off and the thermocouple was allowed to re-acclimate
to room temperature between each test. Measurements were also taken over a
range of testing days to compare the relationship between ambient and plume
temperatures.

For mixed helium-iodine plumes, temperature measurements were slightly
more complicated. There was a limited amount of iodine in the heating chamber
for each test, therefore, the temperature change caused by the introduction of that
iodine was not maintainable over a long period of time for long-term measurement
the way the helium plumes could be maintained. Instead, a larger number of
short tests were run and the values measured were averaged together. The same
two thermocouple positions were chosen as for the pure helium plumes. The
thermocouple was again allowed to re-acclimate between tests. The same amount
of solid iodine was placed in the chamber for each test and it was heated for the
same amount of time each test. The results of mixed plume temperature testing is
shown in Table 2.2. Again, measurements were taken over a range of testing days.

For both cases, pure helium and mixed helium-iodine, the flow rates used
ranged between the minimum and maximum flow rates previously calculated
in Section 2.6.1 and increased in increments of 5 L/min. The lowest flow rate
was set to 10 L/min instead of 5 L/min because plumes observed at 5 L/min
were especially weak and prone to disturbances due to air movement within
the testing environment. The maximum flow rate was set to 30 L/min. A very
small amount of variation was observed in the overall plume temperatures over a
range of testing days. While a noticeable rise in temperature was expected in the
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presence of heated iodine, the concentration of iodine within each plume was low
enough that it did not cause significant measurable differences with the current
setup. These concentration measurements are discussed at length later.

Table 2.1: Helium plume temperatures.

Height Above
Pipe Exit (mm)

Average Flow Rate
(L/min)

Average Room
Temperature (C)

Average Plume
Temperature (C)

5 10 20.5 19.7
5 15 19.9 19.4
5 20 20.0 20.0
5 25 20.1 19.4
5 30 20.0 19.3

40 10 20.0 19.3
40 15 20.0 19.1
40 20 19.9 19.6
40 25 19.9 19.6
40 30 20.0 19.8

Table 2.2: Mixed helium-iodine plume temperatures.

Height Above
Pipe Exit (mm)

Average Flow Rate
(L/min)

Average Room
Temperature (C)

Average Plume
Temperature (C)

5 10 21.0 23.0
5 15 21.4 21.2
5 20 21.0 20.4
5 25 21.1 20.1
5 30 21.4 20.7

40 10 21.2 21.4
40 15 21.1 19.3
40 20 21.0 19.1
40 25 20.9 18.5
40 30 20.9 18.1
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CHAPTER 3

SYSTEM CALIBRATION AND IMAGE PROCESSING
METHODS

Image processing was used to quantify the behavior of gas plumes as imaged
through the schlieren system as well as by the imaging spectrometer. Quantitative
information was extracted from the images using various MATLAB image process-
ing techniques. The first step taken for each data set before any other processing
steps were performed was to normalize each image by the bit depth of the image
so that all pixel intensity values were ranged between 0 and 1. Following that, data
taken from the schlieren system and the imaging spectrometer required individual
separate calibration steps. These steps were followed by image registration steps
to correlate one view to the other.

3.1 Background subtraction

Background subtraction is performed on each image taken of the field of view
to remove any noise due to the camera sensor or particulates that may have been
on the camera lens without knowing. To perform the background subtraction, an
image of the empty test section was recorded before any flow was introduced (the
”background” test section) without moving any of the data collection equipment.
If the camera being used has a significant amount of variable pixel noise, several
background images can be taken to create an average of that variable noise.

For schlieren images, after obtaining the background image, an average pixel
intensity value of the test section background was determined. This was done by
creating a binary mask of the background image where only pixel intensity values
within the schlieren field of view were taken into account. These intensities were
then averaged to determine an average background intensity value throughout the
field of view. A simple image subtraction could then be performed to subtract the
original background image from any desired test image. The average background
value was then added back to the test image to return the appropriate background
lighting to the image. An example of a schlieren test image before and after this
process is provided in Figure 3.1.

A similar background subtraction process was performed on images captured
through the spectrometer. However, unlike the schlieren images, the background
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Figure 3.1: (a) Schlieren field of view before performing background subtraction.
(b) Same field of view after background subtraction. It should be noted that the
background is more uniform and specks on the lens have been removed.

was not one uniform intensity. Each wavelength of light captured in the image
had a different average pixel intensity. Therefore, an artificial background image
was created by averaging several spectrum background images together, and then
taking the average value of each row in the spectrum to approximate the expected
pixel intensity at each wavelength along the vertical axis. These row averages
were then used to build an image of the same size as each test image. The original
background image was subtracted from any desired test image, and the artificial
background image was added back to the test image to return the appropriate
background lighting at each wavelength. An example of a spectrometer test image
before and after this process, along with the artificial background created for the
background subtraction process, is provided in Figure 3.2.

3.2 Distance and sizing calibration

A simple length scale calibration of both the schlieren and imaging spectrom-
eter data was performed for each individual test series. This was done by relating
the length scale within an image in number of pixels to the length scale of a phys-
ical object of known dimensions. The chosen calibration object was placed into
the test section and imaged, as pictured in Figure 3.3a, to extract the length scale
relation. The main calibration object of choice was a lens holder with a known
outer diameter of 45.0 mm. The lens holder was rotated in the test section so that
its width in pixels was maximized when facing the camera head-on, indicating
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Figure 3.2: (a) Spectrometer field of view before performing background subtrac-
tion. (b) Same field of view after background subtraction. It should be noted
that the background is more uniform along the horizontal axis and specks on
the lens have been removed. (c) Artificial background image created to perform
background subtraction.

that it was aligned perpendicular to the camera’s cone angle. This provided the
most accurate distance calibration possible.

MATLAB was used to find the outer boundary of the lens holder in the image.
Specifically, the MATLAB function imfindcircles was used for this purpose. The
resulting boundary detected is shown in Figure 3.3b. A straight line across that
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Figure 3.3: (a) Calibration lens holder in schlieren field of view for determining
pixel to length ratio in images. (b) Outer boundary of calibration item (red)
and center-line across for distance measurement (blue) determined from image
processing. It should be noted that the boundary is drawn several pixels wide
for visualization, but the true boundary used for measurement was a single pixel
wide.

boundary circle was then taken to determine the number of pixels in the image
equivalent to the physical length across the diameter of the lens holder. The
MATLAB function imfindcircles outputs the boundary circle’s radius and center
point. The radius was doubled and used to calculate a pixel-to-mm distance
calibration factor.

Calibration Distance =
Number of Pixels

Object Length (mm)
(3.1)

A similar process was used to determine a distance calibration factor in the
imaging spectrometer data. The lens holder was not a prime option in these
images because the curved surface of the lens holder made it difficult to resolve
an exact boundary from the spectral images. For that reason, a calibration object
with straight edges was desired, and an optical post was used. Rather than using a
circle detection function, the edges of the optical post were found, and the distance
between them was measured for use in Equation 3.1.

Proper image calibration was important to avoid the introduction of excessive
uncertainties in data processing. For this step of the calibration process, as a
general rule, the uncertainty in the images was quantified as approximately 1
pixel based on the input parameter ranges of the MATLAB boundary detection
functions. For each of the length scale calibrations determined, the uncertainty
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was relatively small compared to the measurement. Tables 3.1 and 3.2 detail some
of those distance calibrations made for one example data set of schlieren and
spectrometer images, respectively.

Table 3.1: Calibration distances and corresponding uncertainties for images cap-
tured through schlieren.

Calibration
Item

Distance
(pix)

Distance
(mm)

Scale Factor
(mm/pix)

Uncertainty
(mm/pix)

Optical Post 95 12.7 0.1337 0.0014
Wedge Block 442 59.63 0.1349 0.0003

Calibration Lens 333 45.0 0.1351 0.0004
Ball Bearing 375 50.8 0.1355 0.0003

Table 3.2: Calibration distances and corresponding uncertainties for images cap-
tured through spectrometer.

Calibration
Item

Distance
(pix)

Distance
(mm)

Scale Factor
(mm/pix)

Uncertainty
(mm/pix)

Optical Post 74 12.7 0.1716 0.0023
Wedge Block 334 59.63 0.1785 0.0005

3.3 Image registration

While both cameras in the color-filtered schlieren setup view light from
the same test section as previously described, there were slight discrepancies in
alignment, meaning the field of view of the schlieren was not perfectly aligned in
the exact same location between the two camera sensors.

In order to correct for the differences in sensor alignment, the MATLAB
function imregister was used. This function reads two input images, a fixed
(reference) image and a moving image that will be altered to match the fixed
image. The function defines the quantitative measure of similarity between the
two images, then optimizes that similarity and determines the best transformation
process to perform and outputs the final registered image. Figure 3.4 depicts the
difference in the data before and after performing the image registration process. It
should be noted that the colors seen in Figure 3.4 are used to more clearly visualize
the difference in the data correlation before versus after image registration. The
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two colors used are automatically chosen by the MATLAB imshowpair function,
which was used to show the frames overlaid in the figure. These two colors do
not correspond to the wavelengths the data was captured at.

Figure 3.4: Example of schlieren images captured simultaneously with two-camera
system: (a) frames overlaid before performing MATLAB image registration, and
(b) frames overlaid after performing MATLAB image registration.

After image registration was performed, background subtraction and image
length scale calibrations were performed before moving forward to the next steps
of data processing.

3.4 Quantitative schlieren methods

Each schlieren image has a visible grayscale gradient captured across the
given flow feature in the test section. Each of the intensities within that gradient
correlates to an angle of refraction caused by that flow feature. In order to quanti-
tatively evaluate the angle of refraction, a relation between the intensity values
throughout the image and the angles of refraction was needed. A calibration
process was used where a long focal length, small format plano-convex lens was
placed into the test section with the flat side facing the camera [2]. Here, the
plano-convex lenses came from CVI Laser Optics. Focal lengths of 5 m and 7.5
m were used. A calibration image of this calibration lens was taken with it in
the schlieren test section. The calibration lens refracts light from the edges to the
center of the lens. Due to the knife edge at the focal point of the system, a gradient
is produced along the lens orthogonal to the position of the knife edge, i.e., a
horizontal knife edge produces a vertical gradient, and vice versa. Because the
focal length of the calibration lens in the test section was known, a theoretical
profile for position within the lens versus refraction angle could be determined
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using a variation of the thin lens equation [59]. The thin lens equation for change
in refractive angle is given by [1]:

1
o
+

1
i
=

1
f

(3.2)

where o is the object distance, i is the image distance, and f is the lens focal length.
The thin lens equation details the relationship between where the object to be
imaged is located (o) and where the image forms (i). When a light ray is bent by
an angle ϵ, it converges onto the image plane with a certain displacement x. From
this understanding, the following is derived to calculate the angle of refraction:

tan(ϵ) =
x
f
=

(I − Iavg) p
f

(3.3)

ϵ = tan−1
(
(I − Iavg) p

f

)
(3.4)

where I is the light intensity at a given location, Iavg is the average background
intensity of the given test section, p is the size of each pixel in the image as
previously determined through image distance calibrations, and f is the focal
length of the calibration lens being used. The value of ϵ is calculated in radians.

The pixel intensity to lens position, Rx, calibration was performed by ex-
tracting a line of pixels across the calibration lens perpendicular to the gradient
caused by the knife edge cutoff. A linear regression of pixel intensity versus radial
position was performed on this line of pixels. Figure 3.5 provides an example
of a calibration lens being used to determine a calibration curve relating pixel
intensity to radial position. The average background intensity (Iavg) was taken as
a value of zero refraction (ϵ=0). The location within the lens corresponding to this
background intensity (ravg) was then found. Using the location of zero refraction,
the lens geometry could be used to determine angles of refraction.

To use this calibration to determine the angle of refraction (ϵx) at a given
location, the intensity at that location in the image must first be measured. The
intensity was then used to determine where on the calibration lens curve that
intensity exists, Rx(I). The amount of displacement within the calibration lens
(rx) was then calculated using the location found within the calibration lens (Rx)
relative to the location found of zero refraction (ravg).

rx = Rx − ravg (3.5)

ϵx = tan−1
(

rx

f

)
(3.6)

Once the angle of refraction was calculated, it could then be related to an index
of refraction (n). Light rays moving through an optically transparent medium of
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Figure 3.5: (a) Calibration lens in field of view with center column of extracted
pixels highlighted. (b) Associated calibration curve for quantitative schlieren
measurements.

varying index of refraction are bent based on the spatial refractive index gradients
[1]. A light ray traveling in the z-direction (along the path of light through the test
section) is refracted through an angle ϵx due to the refractive index gradient in the
x-direction. This is represented for a two-dimensional schliere as follows [2]:

ϵx =
1
n

∫
∂n
∂x

∂z ≈ Z
n∞

∂n
∂x

(3.7)

assuming ∂n
∂x is constant over x. From this, the index of refraction, n, can be related

to the density of the flow field gas, ρ. This is done through the Gladstone-Dale
Law [1]:

n = κρ + 1 (3.8)

It should be noted here that the value of the Gladstone-Dale Coefficient, κ,
varies for different gases.

3.4.1 Color-filtered schlieren calibration

For the simultaneous color-filtered schlieren setup, similar quantitative schlieren
techniques were used with some added steps. For reference, an example of the
data collected through this system is provided in Figure 3.6.

While each camera was only allowed to view light emitted from the test
section at a single wavelength of interest, the same quantitative schlieren calibra-
tion process was still possible. A calibration lens was placed in the test section.
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Figure 3.6: Example of the data collected through simultaneous color-filtered
schlieren: (a) 530 nm filtered schlieren view, and (b) 650 nm filtered schlieren view.

Calibration images of the lens were taken simultaneously with the two cameras.
Because a single knife edge cutoff was used to create a gradient in the calibration
lens before the light was divided between the two cameras, the calibration curves
produced by the lens in each camera view could be used to calibrate the data for
each respective camera. Figures 3.7 and 3.8 depict a single calibration lens as seen
by the cameras at 530 nm and 650 nm, respectively, along with their corresponding
calibration curves. As seen, the average background intensity was higher at 530
nm than at 650 nm. This was due to the higher overall intensity emitted by the
light source at 530 nm than at 650 nm, as seen in the spectral response plot in Fig-
ure 2.6. This was taken into account when calibrating the data from each camera.
The goal was to maintain an appropriate range of pixel response to capture the
highest and lowest possible intensities expected in the measurement region of
each image. Therefore, the same exact dynamic range of overall intensities was not
required. In this example, a calibration lens with a focal length of 7.5 meters was
used. Because these calibration curves were produced using the same methods
used for normal schlieren, values such as ϵ, n, and ρ could still be determined
from each view of the event.

According to the material dispersion property, refractive index is inversely
related to the wavelength of the light [59]. However, in the context of this work
where both wavelengths of interest are relatively close together and both within
the visible spectrum, this difference is less than 1% for the resulting angles of
refraction measured [1, 60]. This was calculated for dry air, for example, using the
following equations [60]:
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Figure 3.7: 530 nm color-filtered schlieren view of calibration lens for quantitative
schlieren measurements: (a) calibration lens image, (b) corresponding pixel versus
intensity calibration curve with region of interest outlined in green, and (c) cor-
responding refraction angle (ϵ) versus intensity with polynomial fit outlined in
green.
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Figure 3.8: 650 nm color-filtered schlieren view of calibration lens for quantitative
schlieren measurements: (a) calibration lens image, (b) corresponding pixel versus
intensity calibration curve with region of interest outlined in green, and (c) cor-
responding refraction angle (ϵ) versus intensity with polynomial fit outlined in
green.
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(nas − 1) · 108 =
k1

k0 − s2 +
k3

k2 − s2 (3.9)

(naxs − 1) = (nas − 1)
[
1 + 0.534 × 10−6(xc − 450)

]
(3.10)

ng = n + s
dn
ds

(3.11)

(ng,axs − 1) · 108 =

[
k1(k0 + s2)

(k0 − s2)2 +
k3(k2 + s2)

(k2 − s2)2

] [
1 + 0.534 × 10−6(xc − 450)

]
(3.12)

Here, nas is the phase refractive index of standard dry air, naxs is the corrected
phase index for CO2 concentration xc (in ppm), ng is the group refractive index,
and s is the wavenumber in units of µm−1 where λ is the vacuum wavelength
in micrometers. The constants are: k0 = 238.0185, k1 = 5792105, k2 = 57.362,
k3 = 167917. These equations apply to standard dry air at 15 °C and 101325 Pa,
with a baseline CO2 content of 450 ppm. For calculations at specific wavelengths
(e.g., 530 nm or 650 nm), convert the wavelength to micrometers, compute s = 1/λ,
and substitute into the above equations to evaluate refractive index values.

3.4.2 Abel inversion transform

This method of relating the gradients seen through schlieren imaging to a
density field assumes a two-dimensional schliere. However, the flow field of
interest consists of a gas plume of non-uniform thickness through which the light
must pass. A schematic of this concept is provided in Figure 3.9. As shown,
some light rays passing through the gas plume have a shorter distance to travel
than others due to the cylindrical nature of the plume. This affects the degree to
which the light is bent, but this difference is not directly seen through the schlieren
images captured. This is where the Abel process must be used to deconvolute the
two-dimensional projection of a three-dimensional flow field. For this application,
the two-point Abel method was used.

Traditionally, the Abel inversion transform is performed analytically under
the assumption that the data follows a continuous function. However, due to the
nature of the experimental setup used, data was instead collected at distinct radial
positions (varied at each image pixel). The two-point Abel inversion method
described by Tobin and Hargather (2016) and based on the work of Kolhe and
Agrawal (2009) provides a discrete approximation of the Abel inversion that is
well-suited for experimental datasets [8, 45]. The Abel transformation is performed
by solving the following functions [8]:
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Figure 3.9: Diagram of light path through a circular plume cross-section.

δ(ri) =
N+1

∑
j=i

Di,j · ϵj (3.13)

Di,j =



1
π

(
Ai,j − Ai,j−1 − jBi,j + (j − 2)Bi,j−1

)
, if j > i and j ̸= 2

1
π

(
Ai,j − jBi,j − 1

)
, if j > i and j = 2

1
π

(
Ai,j − jBi,j

)
, if j = i and i ̸= 1

0, if j = i = 1 or j < i

(3.14)

Ai, j =
√

j2 − (i − 1)2 −
√
(j − 1)2 − (i − 1)2 (3.15)

Bi, j = ln

(
j +
√

j2 − (i − 1)2

(j − 1) +
√
(j − 1)2 − (i − 1)2

)
(3.16)

δ(ri) =
n(ri)

n0
− 1 (3.17)
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3.5 Imaging spectrometer calibration

The wavelength axis of the images taken through the imaging spectrometer
had to be calibrated separately from the spatial axis of the images. This was done
using a series of color bandpass filters. The bandpass filters used here were made
by ThorLabs and came as part of a kit with ten different bandpass filters (ThorLabs
FKB-VIS-10). The bandpass filters were each 25.4 mm in diameter. Each one is
manufactured to allow between approximately 25 and 50 percent of the light at that
wavelength through to the camera (depending upon the wavelength of interest),
blocking out other outside wavelengths. This set was made with a wavelength
bandpass of 10 nanometers, meaning the range of light allowed through from the
central wavelength of interest was approximately ± 5 nanometers.

Four bandpass filters at 500 nm, 530 nm, 590 nm, and 650 nm were chosen
for the calibration of the imaging spectrometer. These were chosen because they
were well within the range of light emitted by the SugarCube LED light source
and covered the full range of the area of interest. The SugarCube also had a high
enough intensity at each of those four wavelengths to still see the light passed
through the bandpass filter in the calibration image. If the intensity was too low,
the filter would block too much of the light, and the signal-to-noise ratio would be
too low to properly calibrate the pixels.

The test section was not large enough to place all four bandpass filters side by
side for a calibration with a single image. Therefore, one bandpass filter at a time
was placed in front of the entrance slit of the imaging spectrometer to filter the
light before entering. This resulted in a thin horizontal strip of light being seen in
each calibration image. These strips of light corresponded to the location of each
of those wavelengths, respectively. Examples of these calibration images taken are
provided in Figure 3.10. These examples were captured with a Nikon D780 DSLR
camera to show what the filtered and unfiltered background spectral response
looks like in color for easier description and understanding. Again, the rest of the
data captured throughout this work was in grayscale.

Since no part of the test setup was moved or altered during this process, it was
assumed that the location of each wavelength in each image could be compared to
each other in one plot. Figure 3.11 shows an example of how this calibration works.
It depicts the original background measured intensity of the SugarCube LED, as
well as the intensity of the SugarCube after each bandpass filter has been applied.
The peak of each bandpass filter curve was assumed to be the center point location
of each individual wavelength. These peaks were used to determine a scale to
be applied to each image from the imaging spectrometer to apply a consistent
vertical wavelength axis. Because of the sensitivity of the imaging spectrometer
and the system as a whole, it was vital that nothing be moved or adjusted from
the start of the calibration process to the end of testing.

An important point to note is that the internal grating of the Horiba MicroHR
imaging spectrometer can be rotated to change the central wavelength of interest.
This is done using the accompanying Horiba software. This was done to ensure
as much of the background light intensity was in the camera’s view as possible,
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Figure 3.10: Color images of imaging spectrometer data: (a) Background spectral
response of SugarCube LED, (b) spectral response with helium plume passing
through test section, and bandpass filtered spectrum at (c) 450 nm, (d) 500 nm, (e)
530 nm, and (f) 650 nm.
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Figure 3.11: Relative light intensities of SugarCube LED before and after color
bandpass filters are applied.

with the main focus on the two wavelengths of interest (530 nm and 650 nm). To
achieve this, the grating was set to a center point of 650 nm.

3.6 Correlating fields of view between schlieren and imaging spectrometer

While both cameras viewed light from the same test section, there were
inherent discrepancies in precisely what they viewed as well as the scaling of each.
In order to quantitatively evaluate events and changes visualized during testing,
the images from one camera had to be related properly to the images in the other.
Described here are the processes by which these relationships were derived.

3.6.1 Aligning center position of both views

One step in the process of correlating positions in one view to the other was
to use a calibration object in the test section that both cameras could see. One such
example was the same optical post that was used to determine a length scale for
the imaging spectrometer data. The length scale in the two views was different
as a product of different lens zoom amounts and how light moved through the
imaging spectrometer. However, the same calibration object could still be seen in
both views. The center line of that object could also be determined in both views,
similarly to the process described above for calibrating the imaging spectrometer.
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These matching center lines were used as baseline locations. Positions within the
field of view could be measured outward from there using the individual length
scales determined for each camera’s data set. An example of this correlation
process with the center lines drawn and position axes determined is provided in
Figure 3.12.

Figure 3.12: Calibration optical post in both schlieren and imaging spectrometer
field of view for determining spatial position correlation. Object edges are outlined
in blue and their center-lines are drawn in white.

3.6.2 Imaging spectrometer field of view within schlieren images

While the imaging spectrometer records light from the same test section as
the schlieren images, the outer boundaries of the field of view seen by each camera
are not the same. The imaging spectrometer entrance slit has a set width with an
adjustable height that is kept relatively narrow to limit the amount of background
light entering the spectrometer. Because of the geometry of the entrance slit,
the imaging spectrometer records a narrow rectangular strip of light from the
schlieren field of view corresponding to the width and height of the entrance slit.
The edges of that slit were found in the schlieren field of view by slowly moving
a flat edged reference object into the field of view until a corresponding change
was visible through the imaging spectrometer. This was done for all four edges
of the rectangle. A small lab jack was positioned on each side of the field of view
so that its platform could slowly be raised and lowered into the field of view to
find the corresponding edges. An example of this process being performed in the
schlieren field of view is provided in Figure 3.13.

The imaging spectrometer field of view is indicated by the light blue rectangle
drawn over the schlieren image in Figure 3.14a. As previously mentioned, for
these experiments the entrance slit was set to approximately 1 mm in height with
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Figure 3.13: A small lab jack was used to find the edges of imaging spectrometer
field of view within schlieren images: (a) left edge, (b) right edge, (c) top edge,
and (d) bottom edge.

its fixed width of 8 mm. The height of the entrance slit was optimized to maximize
the intensity of the spectrum while minimizing the size of the window viewed.
The resulting spectrum from the corresponding region of the test section is shown
outlined in red in Figure 3.14b. The horizontal axis denotes the spatial aspect of
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the spectrum corresponding to the horizontal spatial axis of the schlieren image.
The vertical axis of the spectrum image denotes wavelengths of light recorded by
the spectrometer, measured in nanometers.

The pipe exit point for the gas plumes can be seen entering the field of view
from the bottom of the schlieren image. An example of a gas plume exiting the
pipe and flowing through the test section is shown in Figure 3.14c. The plume
itself is outlined in green to show its path moving vertically through the test
section. As the gas moves through the test section, the spectral response within
that region of the test section changes due to the gas’s presence and is recorded
by the imaging spectrometer. This change is recorded as a darkened vertical strip
within the spectrum. This response is also outlined in green as shown in Figure
3.14d. This dark region depicts the differences in light seen through the test section
due to the presence of the plume. Similarly to how the position of a calibration
object could be correlated to the same position between both fields of view, the
position of the gas plume can also be correlated to the same position between both
fields of view.
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Figure 3.14: (a) Schlieren field of view with spectrometer view outlined in light
blue. (b) Spectrometer view of light emitted by test section. (c) Schlieren view of
plume moving through test section, with spectrometer view outlined in light blue.
(d) Spectrometer view of light emitted by test section with plume region outlined
in dark blue.
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CHAPTER 4

RESULTS AND DISCUSSION FOR SIMULTANEOUS
SCHLIEREN AND IMAGING SPECTROSCOPY

Data was captured using the simultaneous schlieren and imaging spec-
troscopy setup. After subtracting backgrounds of each image and calibrating
both the spectrometer images and the schlieren images using the methods de-
scribed in Chapter 3, the data was processed. Several tests were run with this
setup to extract absorption and concentration measurements. Each test run used
between 0.1 g and 1.5 g of solid iodine particles in the iodine heating chamber.
The spectrometer data was processed first, and the correlation steps discussed
in Chapter 3 were used to relate the changes observed to locations within the
schlieren images captured.

4.1 Beer-Lambert Law and data processing

In atomic absorption spectroscopy, the Bouguer-Beer-Lambert Law (most
often referred to as the Beer-Lambert or Lambert-Beer Law) is a fundamental
principle used widely for processing spectroscopic data [11, 24, 61]. It is used
to relate measured light intensities to overall absorbance, as the amount of light
absorbed by a sample containing the absorbing substance is directly proportional
to the substance concentration and path length of the light through the sample.
This establishes a linear relationship between absorbance and concentration [11, 22,
24]. There are some known deviations from the linearity of the Beer-Lambert Law
when considering high concentrations and high scattering within the absorbing
material, however, the Beer-Lambert Law is overall considered an effective and
practical approximation for calculations based on absorption of light [23, 24].

The intensity of the incident light emitted from the light source is I0. When
passed through a medium (whether that be air, helium, etc.), with optical path
length b (cm), the intensity of I0 will decrease to the value I. This reduction in light
intensity per differential length db is −dI. This value is directly proportional to the
intensity value I, the length db, and the number of light-absorbing atoms present
along db. The number of atoms is then directly proportional to the concentration of
the absorbing species of interest in the test section, c (mol/cm3). This relationship
is depicted in Figure 4.1 and mathematically described by:
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Figure 4.1: Visual depiction of the relationship between incident and transmitted
light passing through an absorbing species of an optical path length, b.

−dI = k I c db (4.1)

where k is the relative coefficient. The formal equation of the Beer-Lambert Law is
further derived by integrating Equation 4.1 as:

−
∫ I

I0

dI
I
=
∫ b

o
k c db (4.2)

which, assuming a uniform concentration profile and linear relation between
concentration and absorption, further simplifies to:

log
(

I0

I

)
= k′ c b (4.3)

Breaking that down further, the typical appearance of the Beer-Lambert Law is:

A = a b c (4.4)
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where A is the unitless absorbance [log
(

I0
I

)
] and a is the absorption coefficient,

also referred to as the molar extinction coefficient. It should be noted that in the
literature, the variable a is often replaced with ϵ. However, to avoid confusion
here with the ϵ variable associated with the angle of refraction, a will be used
to represent the absorption coefficient. For a series of measurements, a and
b together determine the slope of the calibration graph [11]. The relationship
between absorbance, A, and transmittance, T, is represented by Equation 4.5:

A = log
(

I0

I

)
= log

(
1
T

)
(4.5)

The light intensity measured by the detector, in this case the high-speed camera,
at the exit of the spectrometer is directly proportional to the transmittance. The
intensities of the images taken through the spectrometer during data collection
were therefore related directly to transmittance and used to calculate absorbance
using a modified version of Equation 4.5:

A = log
(

Background Image Intensity, Pixel (i, j)
Test Image Intensity, Pixel (i, j)

)
(4.6)

Figure 4.2 depicts what the spectrometer data set looks like after applying
the Beer-Lambert Law in the form of Equation 4.6 to each pixel. A background
spectrum image was taken before any testing was conducted to be used for the I0
values at each location and wavelength.

Moving forward, several other variables were needed to calculate the con-
centration of iodine gas within the field of view. The value of the absorption
coefficient, a, was needed. To find this, a relationship between the absorption
coefficient and the absorption cross-section of iodine gas (σ) was used [62]:

σ =
2303A

c · NA · b
(4.7)

where NA is Avogadro’s number (approximately 6.023× 1023 molecules/mol). The
value of 2303 comes from the original form of the equation multiplying absorbance
by ln(10), which equals 2.303. Here, 2303 is used to account for the conversion
factor from L to cm3. The value of σ as determined by Saiz-Lopez et al. (2004)
was (4.24 ± 0.50)× 10−18 cm2molecule−1 at the absorption wavelength 533.0 nm
[54]. Equation 4.7 was combined with Equation 4.4 and rearranged to calculate
the absorption coefficient a:

σ =
2303 a b c
c · NA · b

=
2303 a

NA
(4.8)

a =
σ NA

2303
= 1109.08 L mol−1 cm−1 (4.9)
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Figure 4.2: Examples of test images captured through imaging spectrometer of
the iodine plume: (a) background image of spectral response of SugarCube LED,
(b) spectral response resulting from presence of gas plume moving through test
section, seen as a darkened vertical stripe across the spectrum, and (c) resulting
absorbance map after applying Equation 4.6 to images (a) and (b).
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After finding a, the next step in theory would be to rearrange Equation 4.4 to
solve for concentration, c, as follows:

c =
A
a b

(4.10)

However, here a problem arises. The optical path length, b, is variable when mea-
suring at various points across the plume due to its cylindrical three-dimensional
nature. This is where the inverse Radon transform is applied [63, 64].

The observed absorbance values at each pixel represent a line-of-sight (LOS)
integrated measurement rather than the true local value at each point within the
plume. This is due to the varied optical depth in the three-dimensional space
of the plume being measured in a two-dimensional manner. In order to extract
the true profile of these measurements at various locations within the plume, the
data must be corrected for the plume’s three-dimensionality. The plumes used
were laminar and therefore assumed to be cylindrical and symmetric radially
around the central axis. A modified inverse Radon transform can therefore be
used to reconstruct the local absorption at each radial position by inverting the
LOS integrated absorbance data. For this application, the following form of the
Radon transform is used:

A(x) =
∫

α(x, y)db (4.11)

where the measured quantity A(x) is the unitless LOS integrated absorbance
[log

(
I0(x)
I(x)

)
] taken from each test image and the scalar field of interest α(x, y) is the

local absorption coefficient. A(x) is equivalent to the Radon transform of α(x, y)
evaluated at θ = 0. Typically, a Radon transform is performed after capturing
measurements at multiple angles, or views around the object of interest. However,
under the assumption of axisymmetry and uniformity along the optical axis,
projections at multiple angles are not physically required. They are mathematically
equivalent due to symmetry. Therefore, a synthetic sinogram can be constructed
by replicating the single absorption profile across a range of angles (e.g., 0° to
179°), enabling a full two-dimensional reconstruction using the inverse Radon
transform.

Because the inverse Radon transform produces values in units of ”absorption
per pixel”, the result must be scaled to physical units. If the pixel size is ∆x cm,
the reconstructed absorption field has units of cm−1. Once the local absorption
coefficient values are determined, they can be returned to the Beer-Lambert Law
(Equation 4.4) to determine the local iodine concentrations. This was done by
rearranging Equation 4.4 and including the new depth-corrected absorbance
values:

c(x) =
A
a b

=
α(x, y)

a
(4.12)
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4.1.1 Calculating maximum theoretical concentration

One step performed in order to qualify the calculated concentration values
was to determine the theoretical maximum concentration of iodine gas for a given
plume. It was assumed that the iodine was thoroughly and evenly mixed within
the helium plume. This theoretical maximum iodine concentration was calculated
using the amount of solid iodine heated inside the iodine heating chamber for
a given test series in combination with known properties of the helium plume
carrying the iodine gas into the test section. The first step was to calculate the
approximate expected amount of iodine gas, measured in moles, produced by
heating the iodine chamber during a given test using Equation 4.13:

nI2 =
mass I2 particles

molar mass I2
(4.13)

where the molar mass of iodine is approximately 253.8 g/mol. The total mass of
solid iodine particles used varied throughout each test series and was recalculated
for each data set analyzed. The volume of the plume viewed within the test section
was also approximated in cm3:

Vplume = π

(
d
2

)2

L (4.14)

where d represents the approximate plume diameter (cm) at the region of interest
and L represents the overall length of the plume visible within the field of view
(cm). Combining Equations 4.13 and 4.14 allows for the maximum expected
concentration of iodine within the test section to be calculated:

cmax =
nI2

Vplume
(4.15)

where cmax is measured in mol/L. This maximum concentration value provided a
reference for the scale of the cumulative concentration values expected over time
after calculating the iodine concentration from each absorbance data set.

4.2 Helium-only plumes

The preliminary gas plume tests were performed with pure helium-only
plumes entering the test section. This was done to develop the baseline absorbance
expected at the two wavelengths of interest, 530 nm and 650 nm. Helium was
expected to have negligible absorbance at both wavelengths. This was especially
true in comparison to the absorbance predicted with the presence of iodine gas
in later testing. The baseline values gathered for these helium-only plumes were
also used to predict the effects of the plume geometry on the light absorbance.
The behavior, precise location, and properties of the plumes, such as temperature

52



and velocity, differed enough with each test that a single baseline could not be
universally subtracted from the data. The findings here were used to determine
what steps should be taken for processing mixed helium-iodine plume data sets.

The first step in determining absorbance through the helium-only plume was
to determine a frame of reference for the location of the plume between data sets.
Since the imaging spectrometer does not view the same size field of view as the
schlieren images, the center line correlation determined previously as shown in
Figure 3.12 was used. This provided a quantified offset between the same region
within the schlieren versus the spectrometer view. Then, the center line of the
physical plume was determined from the schlieren images captured. The spatial
offset determined in Figure 3.12 was then used to predict the center line of the
same plume when seen through the imaging spectrometer. An example of the
results of that correlation is shown in Figure 4.3.

Figure 4.3: The center line of the plume traveling through the test section was
correlated and aligned between the two data sets: (a) schlieren image with plume
center line drawn in white, and (b) spectrometer image with corresponding plume
center line drawn in white.

Next, the Beer-Lambert Law was applied to the imaging spectrometer data
as described in Figure 4.2 using Equation 4.6. This resulted in a map of overall
LOS integrated absorbance (A) across the entire spectrum image. The map of
absorbance was evaluated at the two wavelengths of interest, 530 nm and 650 nm.
The intensities represented at each pixel in the Beer-Lambert processed image are
directly proportional to the transmittance of light in that region, and therefore
were related to absorbance as previously described. The intensities were measured
specifically within the pixel rows of the image that were previously calibrated and
determined to be at 530 nm and 650 nm using color bandpass filters. Figures 4.4
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and 4.5 detail the results of this data processing method at different points in time
during the evolution of a helium plume moving through the test section.

As seen in these figures, the absorbance measured as a result of the presence
of the pure helium plume was near zero. The raw values taken directly from the
image in part b of the figures did show slight variation in the center region where
the plume was present. The variations are explained by the inherent shadowgraph
effect overlaid on the image as a result of the nature of the optical setup. The
distortions caused by the shadowgraph effect were reduced by determining the
average intensity change caused by this effect seen across all frames and then
subtracting that intensity change from each individual frame. This removed
large changes caused by the shadowgraph effect and left behind changes due to
absorption. This was deemed appropriate because the absorbance of the pure
helium plume was intended to be used as a baseline of zero absorbance at the two
wavelengths of interest. The effects in the plot due to the setup rather than the
absorbing species were thus resolved.

4.3 Mixed helium-iodine plumes

With the baseline of zero absorption in the helium plume verified, iodine gas
was then introduced into the plumes. LOS integrated absorbance was measured
through the mixed helium-iodine gas plumes using the same process as for the
pure helium plumes. The center line of the plume moving through the test section
was correlated between the schlieren and imaging spectrometer data sets. The
Beer-Lambert Law was then applied to the spectrometer images to determine a
map of LOS integrated absorbance. The resulting LOS integrated absorbance plots
at both wavelengths of interest are detailed in Figures 4.6, 4.7, and 4.8. Each of
these figures provides a look into the LOS integrated absorbance of the mixed
helium-iodine plume at a different point in time as the plume entered the test
section. An important assumption was that the iodine gas was fully mixed with
the helium gas by the time it entered the test section due to the amount of time and
distance traveled between the iodine heating chamber and the pipe exit within
the test section. As observed in the images, however, the amount of iodine clearly
varies with time, and the plume is not fully mixed.

Each LOS integrated absorption plot was normalized by the values measured
at 650 nm. This was done by averaging the absorption measured across the 640-
660 nm region of each spectrum image in the data set. This average baseline
absorption was then subtracted from both the 650 nm and the 530 nm absorbance
taken from each spectrum image. After normalizing the plot to the baseline of zero
absorption, some of the shadowgraph effects of the plume were still visible. This
effect can be seen as small dips at the outer edges of the plume region. Moving
outward from the plume centerline, the absorbance dropped below the line of no
absorbance and then stabilized back up to approximately zero in the background
region. This plot shape mimics what would be seen in a shadowgraph image of
the plume, where the edges of the plume would brighten before stabilizing back
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Figure 4.4: Processed data for a pure helium plume at t = 0 ms as the plume first
enters the spectrometer field of view: (a) schlieren view with plume center line
marked in white, (b) Beer-Lambert Law processed spectrometer view representing
absorption with center line marked in white and regions of interest at 530 nm
and 650 nm outlined in green and red, respectively, and (c) line plot of measured
absorbance at both wavelengths of interest. It should be noted that the image in
(b) has been brightened by a value of 0.3 for easier visualization.
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Figure 4.5: Processed data for a pure helium plume at t = 30 ms: (a) schlieren
view with plume center line marked in white, (b) Beer-Lambert Law processed
spectrometer view representing absorption with center line marked in white and
regions of interest at 530 nm and 650 nm outlined in green and red, respectively,
and (c) line plot of measured absorbance at both wavelengths of interest. It should
be noted that the image in (b) has been brightened by a value of 0.3 for easier
visualization.
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to the background intensity outside of the plume. The light moving through the
plume is affected by the non-uniform depth of the plume due to its cylindrical
nature. This is where the inverse Radon transform is applied.

4.3.1 Local absorption coefficient and concentration calculation

To deconvolve the LOS integrated absorbance measurements across the
plume, the inverse Radon transform equations were applied. Data from the
plume in Figure 4.8 was used here to show the comparison of before versus after
applying the inverse Radon transform. Data from this plume was chosen over the
others shown because it represents the highest and most clearly visualized LOS
integrated absorbance measurements during this testing.

As can be seen in Figures 4.6, 4.7, and 4.8, a lot of noise was present in the LOS
integrated absorbance measurements. A spline function was applied to smooth
each measurement. The spline function in MATLAB returns a vector of values
using a cubic spline interpolation as a piecewise polynomial structure. This creates
a continuous line through the relative center of each section of data. The spline
fits are plotted as a single darker line overlaid over the original absorbance values
in part c of each figure. The spline function was only applied to the regions
outside the plume boundaries. This was done to smooth values in the ambient
region around the plume while maintaining the shape and peak values of the raw
absorption data measured through the spectrometer.

While the physical plume was assumed to be axisymmetric, the raw data was
not entirely so. In order to produce an axisymmetric form of the data for use in
the inverse Radon transform, the spline fit was taken from the right-hand side of
the centerline and copied over to the left-hand side. This was done so that the
full row of absorbance values could be replicated into a sinogram representing all
180 angles to mimic projections of the axisymmetric plume. Once this was done,
the new axisymmetric spline plots, centered around the plume center (r = 0),
were fed into the inverse Radon transform (Equation 4.11). Figure 4.9 a shows
the spline fits for the LOS integrated absorbance measured at 530 nm and 650 nm.
It also shows the local absorption coefficient resulting from applying the inverse
Radon transform to the 530 nm spline. Figure 4.9 b shows the corresponding
iodine concentration values measured across the plume after applying Equation
4.12 to the local absorption coefficient measurements.

The test series used to create the plots shown as examples of absorbance and
concentration here used 1.5 grams of iodine in the heating chamber. Using the
equations previously described, the maximum estimated concentration value of
the plume in the test section was 0.87 mol/L. The concentration values calculated
here are significantly lower than that. This was due to a range of circumstances.
As the iodine gas traveled through the pipe system, small amounts of it could have
cooled enough to stick to the walls of the pipe rather than traveling all the way
to the test section. The travel distance from the chamber to the test section was
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Figure 4.6: Processed data for a mixed helium-iodine plume at t = 0 ms as the
plume first enters the spectrometer field of view: (a) schlieren view with plume
center line marked in white, (b) Beer-Lambert Law processed spectrometer view
representing absorption with center line marked in white and regions of interest at
530 nm and 650 nm outlined in green and red, respectively, and (c) LOS integrated
absorbance at both wavelengths of interest. It should be noted that the image in
(b) has been brightened by a value of 0.3 for easier visualization.
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Figure 4.7: Processed data for a mixed helium-iodine plume at t = 8 ms: (a)
schlieren view with plume center line marked in white, (b) Beer-Lambert Law
processed spectrometer view representing absorption with center line marked in
white and regions of interest at 530 nm and 650 nm outlined in green and red,
respectively, and (c) LOS integrated absorbance at both wavelengths of interest.
It should be noted that the image in (b) has been brightened by a value of 0.3 for
easier visualization.
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Figure 4.8: Processed data for a mixed helium-iodine plume at t = 64 ms: (a)
schlieren view with plume center line marked in white, (b) Beer-Lambert Law
processed spectrometer view representing absorption with center line marked in
white and regions of interest at 530 nm and 650 nm outlined in green and red,
respectively, and (c) LOS integrated absorbance at both wavelengths of interest.
It should be noted that the image in (b) has been brightened by a value of 0.3 for
easier visualization.
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Figure 4.9: Processed data for a mixed helium-iodine plume at t = 64 ms: (a)
Axisymmetric spline fit of LOS integrated absorbance at 530 nm (green dashed
line) and the corresponding Radon inverted radial absorption coefficient, α(x, y),
at 530 nm (purple), and (b) concentration of iodine gas calculated from α(x, y)
using Equation 4.12.
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approximately 200 cm, which was enough distance to promote mixing but also
enough to deposit iodine along the way. Furthermore, the calculated maximum
concentration value within the test section was determined based on an ideal
circumstance where all of the iodine gas was picked up at once by the helium gas
and carried at once to the test section. The more realistic scenario was that small
amounts of the gas were picked up at a time by the helium gas passing through
the iodine heating chamber. Therefore, smaller doses of iodine reached the test
section at a time rather than all the iodine gas possibly produced by the amount of
solid iodine particles used for that particular test, until eventually all of the iodine
was carried into the test section. This was supported by visual inspection of the
iodine chamber upon cooling, where a significant amount of iodine was layered
on the walls of the chamber. Another factor was the significant difference in the
size of the two elements physically. Iodine gas, as a diatomic molecule, is much
larger than helium gas. leading to non-ideal mixing conditions, and therefore not
as much iodine would be picked up by the passing helium flow as expected.

4.3.2 Mole fractions and spectrometer-based density reconstruction

With the concentration of trace iodine calculated across the plume, the density
field was then reconstructed. This was done for both test cases of a pure helium-
only plume and a mixed helium-iodine plume under the assumption of a sharp-
edged plume boundary. The values calculated from the spectrometer data were
used to predict what the measurements of density should be using a quantitative
schlieren approach.

For both test cases, the gas density, ρ, at any given point inside or outside the
plume was first calculated using the ideal gas equation:

ρ(r) =
P · M(r)
Ru · T(r)

(4.16)

where P is the atmospheric pressure (Pa), M(r) is the molar mass of the gas
mixture at each point r across the field of view (kg/mol), Ru is the universal gas
constant (8.3145 J/mol · K), and T(r) is the local gas temperature (K) at each point
across the field of view.

In the helium-only model, the plume was assumed to consist of purely helium
with a known radius (inside rplume), and purely air outside that region. The
temperature and molar mass fields T(r) and M(r) vary between the plume region
and the ambient surroundings, depending on the model. The molar mass was
defined as:

MHe-only(r) =

{
MHe, |r| ≤ rplume

Mair, |r| > rplume
(4.17)

Similarly, the temperature was defined as a step function:
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T(r) =

{
Tplume, |r| ≤ rplume

Tair, |r| > rplume
(4.18)

Using these definitions and Equation 4.16, the helium-only density profile
was computed.

In the second case, the plume was assumed to be a helium–iodine mixture.
Trace iodine concentration measurements cI2(r) (mol/m3) were obtained from
spectroscopic absorption data and used to compute the local molar mass of the
gas.

First, the total molar concentration of the gas mixture inside the plume was
estimated using the ideal gas law:

ctotal =
Pplume

Ru · Tplume
(4.19)

where ctotal served as an appropriate starting point for iterating the true value
of ctotal within the plume until the average difference in density values between
schlieren and spectrometer data were minimized. The plot of schlieren versus
spectrometer data for the mixed helium iodine plume is provided and discussed
later in Figure 4.13. It was found that this initial approximation of ctotal was
within approximately 2% of its ideal value. Figure 4.10 shows the range of ctotal
values used and the corresponding density differences between the schlieren and
spectrometer data. The following calculation steps were performed for each ctotal
value until it was optimized.

Using the values of ctotal, the local mole fractions of iodine and helium were
calculated as:

XI2(r) =
cI2(r)
ctotal

(4.20)

XHe(r) = 1 − XI2(r) (4.21)

The local molar mass of the helium–iodine mixture was then calculated as:

Mmix(r) = XHe(r) · MHe + XI2(r) · MI2 (4.22)

Outside the plume region (i.e., for |r| > rplume), the molar mass was set to
that of air, and the local molar mass field was defined as:

M(r) =

{
Mmix(r), |r| ≤ rplume

Mair, |r| > rplume
(4.23)

The local temperature was assigned similarly to the helium-only case:
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Figure 4.10: Optimization of ctotal value to minimize difference in density values
calculated for mixed helium iodine plume using purely spectrometer based and
refractive imaging based data.

T(r) =

{
Tplume, |r| ≤ rplume

Tair, |r| > rplume
(4.24)

The resulting gas density profile incorporating iodine traces was then calcu-
lated using Equation 4.16. The densities resulting from these calculations, based
exclusively on spectrometer measurements for a helium-only and a mixed helium-
iodine plume, are shown in Figure 4.11.

4.3.3 Schlieren-based density reconstruction

With an initial prediction of plume densities made using purely spectrometer-
based data, the densities were then reevaluated from the corresponding schlieren
images of the plumes. The concentration values calculated from the spectrometer
images were used together with basic refractive imaging concepts to reconstruct
the local density field within gas plumes for both test cases. For both cases (helium-
only versus mixed helium-iodine plumes), refractive index fields were derived
from schlieren imaging and then related to local gas mixtures. Measurements
were taken from the center row of the region of the schlieren image viewed by
the imaging spectrometer to correlate measurements taken with the spectrometer
versus the schlieren images. Measurements were also taken from the centerline of
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Figure 4.11: Comparison of density fields reconstructed using pure spectrometer
data and ideal gas law: (a) density field calculated for a pure helium and a mixed
helium-iodine plume with region of interest outlined by black box, and (b) a closer
view of density behavior inside region of interest.

the plume outward in the schlieren image rather than across the entire plume in
order to simplify data processing using the Abel inversion transform.

In the case of a pure helium plume, the Gladstone-Dale relation (Equation 3.8)
provided a direct linear relationship between the refractive index and the mass
density of helium. The refractive index deviation from the ambient background
air was first obtained from the schlieren image of the plume using the process
described in Section 3.4. The refractive index was then used in combination with
the Gladstone-Dale coefficients (κ) of helium and air to calculate the density inside
versus outside the plume:

ρ(r) =

{
nHe−1

κHe
, |r| ≤ rplume

nair−1
κair

, |r| > rplume
(4.25)

The resulting density field across the pure helium plume is provided in
Figure 4.12. It is shown alongside the helium density field calculated purely from
spectrometer data for comparison.
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Figure 4.12: Pure helium plume comparison of density reconstruction methods:
(a) density field calculated across plume using values obtained first through the
spectrometer and then through schlieren imaging with region of interest outlined
by black box, and (b) a closer view of density behavior inside region of interest.

When iodine was introduced into the helium flow as a trace species, the
refractive index became a function of both helium and iodine densities. Because
iodine has a much higher molar mass and Gladstone-Dale coefficient than helium,
even small amounts were expected to significantly alter the refractive index field.
This made it essential to account for iodine separately to avoid overestimating the
plume density field.

In a binary mixture, the total refractive index is expressed as the sum of
contributions from each species via the additive Gladstone–Dale law [65]. The
total combined refractive index as well as the combined Gladstone-Dale coefficient
were calculated using the same molar fraction values determined above from
spectrometer measurements:

nplume(r) = XHe(r) · nHe(r) + XI2(r) · nI2(r) (4.26)

κplume(r) = XHe(r) · κHe + XI2(r) · κI2 (4.27)
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Once the index of refraction and the Gladstone-Dale coefficient within the
plume boundary were calculated, they were implemented as follows to calculate
the total density field across the plume:

ρ(r) =


nplume−1

κplume
, |r| ≤ rplume

nair−1
κair

, |r| > rplume
(4.28)

The resulting density profile across the mixed helium iodine plume is pro-
vided in Figure 4.13. It is shown alongside the mixed density field calculated
purely from spectrometer data for comparison. The values of the two mixed
plume density fields were compared to minimize the average difference in density
at the plume centerline to iterate the value of ctotal as discussed previously.

Figure 4.13: Mixed helium-iodine plume comparison of density reconstruction
methods: (a) density field calculated across plume using values obtained first
through the spectrometer and then through schlieren imaging with region of
interest outlined by black box, and (b) a closer view of density behavior inside
region of interest. These were the final density values compared to optimize ctotal.
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To isolate the effect of iodine concentration on the local gas density calculated
from schlieren measurements, a comparison of the density values calculated
before versus after accounting for the addition of iodine in the mixed plume is also
provided in Figure 4.14. While the concentration of iodine was small relative to the
total amount of gas present, it still produced a visible and quantifiable difference
in the calculated density field.

Figure 4.14: Comparison of density field calculated through schlieren measure-
ments of a mixed helium iodine plume, before versus after accounting for the
addition of a small iodine concentration as measured through spectrometer data.

A final comparison was then made between density field calculations pro-
duced for both test cases using the modified refractive imaging analysis. This
comparison is shown in Figure 4.15.

4.4 Error calculations

As values were passed through each step of the calculation process, the
propagation of errors was also tracked to quantify the uncertainty of the final
values presented here. A statistical error propagation methodology was applied
to the measurements to track this uncertainty.
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Figure 4.15: Comparison of density fields reconstructed using schlieren imaging
in combination with spectroscopic measurements: (a) density fields calculated for
a pure helium and a mixed helium-iodine plume with region of interest outlined
by black box, and (b) a closer view of density behavior inside region of interest.

4.4.1 Error associated with spectrometer measurements

Sources of error associated with spectrometer measurements were due to
background noise in the spectral images and the smoothing methods applied.
Uncertainty propagation of measurements was performed under linear error
assumptions. Uncertainties were calculated independently for measured values.

The uncertainty in absorption, A, is given by:

σA =
1

ln(10)

√(σI

I

)2
+

(
σI0

I0

)2

(4.29)

where I and I0 are statistically independent. The values σI and σI0 were determined
experimentally from noise floor estimates.

To reduce noise and extract a smooth signal before applying the inverse Radon
transform, the absorption profiles A(x) were smoothed using the cubic smoothing
splines. The uncertainty in the smoothed curve Ã(x) was approximated by:
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σÃ(x) = bs · Ã(x) (4.30)

where bs is an empirically chosen bias term representing the relative uncertainty
introduced by smoothing. From there, the error propagation was considered linear
through the Radon inversion and concentration calculations, and the uncertainty
was scaled accordingly.

Following the determination of species concentration through absorption
measurements, the density field was first calculated purely through the ideal gas
law and spectroscopic measurements. Assuming P, M, and T are independent,
the uncertainty in ρ was determined by standard propagation of errors of each:

σρ = ρ ·
√(σP

P

)2
+
(σM

M

)2
+
(σT

T

)2
(4.31)

where σP, σM, and σT are the uncertainties in pressure, molar mass, and tempera-
ture, respectively. The value of σM was calculated as follows:

σXI =

∣∣∣∣∂XI

∂CI

∣∣∣∣ · σCI =
σCI

Ctot
(4.32)

σM = |MI − MHe| · σXI (4.33)

where Ctot is the total molar concentration of the gas mixture. If Ctot is constant or
known (e.g., from background air), this becomes straightforward to compute. The
uncertainty in XI is related to the uncertainty in measured iodine concentration CI.

In addition to the analytical propagation, a conservative uncertainty estimate
can be obtained by computing the density from the upper and lower bounds of
inputs:

σρ ≈ ρmax − ρmin

2
(4.34)

This bounding approach is useful when input distributions are not known or are
asymmetric. This method was implemented in this data processing as a fallback
estimate.

4.4.2 Error associated with schlieren measurements

Sources of error from schlieren measurements were mainly associated with
background noise and calculations of deflection angle and refractive index. Uncer-
tainty in the deflection angle ε is given by:
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σε =

∣∣∣∣ ∂ε

∂∆x

∣∣∣∣ σ∆x =

∣∣∣∣∣∣∣∣
1

f
(

1 +
(

∆x
f

)2
)
∣∣∣∣∣∣∣∣ · σ∆x (4.35)

where ∆x is the pixel displacement in the calibration lens, f is the focal length of
the calibration lens, and σ∆x includes contributions from background intensity
noise and errors in the fit used to map pixel intensity to calibration lens location.

The change in refractive index is derived from Abel inversion of the refraction
angle field. The uncertainty in this inverted value (∆n = n(r)− n0) is approxi-
mated as:

σ∆n ≈ σε (4.36)

which assumes a linear relationship through the Abel inversion. The uncertainty
in the local refractive index field (n = n0 + ∆n) is then defined as:

σn = σ∆n (4.37)

assuming n0, the zero refraction condition, is precisely known.
The uncertainty in the density field calculated from the Gladstone Dale law is

then defined as:

σρ =

√√√√( σn

κmix

)2

+

(
(n − 1) · σκmix

κ2
mix

)2

(4.38)

This accounts for uncertainty in both the refractive index measurement and the
empirical κ coefficient in relation to the concentration values used to calculate κ.
The uncertainty of κ is then defined as:

σκmix =
√

∑
i

κ2
i · σ2

Xi
(4.39)

4.5 Final results and discussion

The results from the simultaneous schlieren and imaging spectroscopy setup
showed strong agreement between density field values predicted through spec-
troscopy measurements and through the modified quantitative schlieren process
for both test cases of a pure helium and a mixed helium-iodine plume. The imag-
ing spectrometer data was first processed to quantify the local iodine concentration
within mixed plumes. This information was derived from absorbance using the
Beer-Lambert Law. These calculated concentration values were used to calculate
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density with the basic principles of the ideal gas law. The concentration calcula-
tions were then combined with Gladstone-Dale coefficients to reconstruct the true
refractive index field and therefore the density field across the plume.

Despite the small amount of iodine present relative to the total mass of the
gas plume, the introduction of iodine caused a noticeable and measurable shift
in the refractive index and gas density values. This indicated that even minor
concentrations of heavier species, such as iodine, have significant visual and quan-
titative impacts on optical diagnostic results. Furthermore, it was observed that
the density profiles reconstructed purely from spectrometer-based calculations
and those obtained through the combination of schlieren imaging and spectro-
scopic concentration values were highly similar. Discrepancies between the two
reconstructions were within reasonable uncertainty ranges and highlighted the
capabilities of the combined imaging approach.

Several sources of error were identified and considered when interpreting
the results. Both the schlieren and spectrometer images showed small intensity
fluctuations that introduced uncertainty into the absorbance and refraction angle
calculations. These fluctuations were quantified and included in error calcula-
tions. While these fluctuations were present, the errors they introduced were
small in relation to the measurement signals being recorded, and therefore did not
cause significant issues in data processing and interpretation. A more significant
contributor to the error was the presence of the shadowgraph effect in the spec-
trometer data. This effect however was also isolated and accounted for through
normalization and baseline subtraction as previously discussed. Uncertainties
in spectroscopic calibration, refractive index determination, and concentration
estimation propagate through to the final density field calculations. The final
density uncertainty was approximated by standard propagation of error methods
applied to the measurements of absorbance, path length, pressures, and tempera-
ture. Over the course of the approximately 15 tests performed using this setup,
the range of calculated concentration and density values were within the same
order of magnitude, as were the uncertainties calculated.

The assumption of full helium-iodine mixing was a non-negligible source
of error leading to density calculations. The analysis performed here assumed
that iodine was fully mixed within the helium by the time it reached the test
section. However, fluctuations in concentration measurements observed suggest
that localized variations in composition could have contributed to small deviations
in density field reconstruction.

The successful validation between the two different quantification methods
supports the reliability of the dual diagnostic approach further developed in this
research. The combined method demonstrates potential for reconstructing density
fields in other future multi-species optically transparent flows.
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CHAPTER 5

DATA, RESULTS, AND DISCUSSION FOR COLOR-FILTERED
SCHLIEREN FOR DETERMINING DENSITY FIELD OF

HELIUM-IODINE PLUME

The goal of the color-filtered schlieren test setup was to obtain similar spec-
troscopic information as in Chapter 4 without the use of the imaging spectrometer.
That information was then used to determine the overall properties within the
flow field, including the density field throughout the plume. The steps to ana-
lyzing the gas plumes at each wavelength allow for leveraging the differences in
light refraction and absorption at both wavelengths to calculate overall properties
throughout the flow field. The entire process is outlined from start to finish by
the flowchart in Figure 5.1. It should be noted that the plume images in Figure
5.1 are displayed in green and red to represent their color wavelengths of 530
nm and 650 nm, respectively. The actual images, however, were all captured in
grayscale. Color filters were applied during image processing in order to more
clearly describe the flow of each data type in the flow chart.

5.1 Determination of baseline refraction angles using helium-only plume

The first step in processing the simultaneous color-filtered schlieren data was
to determine the approximate expected baseline refraction angles measured across
a basic helium-only plume. To do this, the intensities of the pixels were measured
in the region of the plume described in Figures 5.2 a and b. The values in this
region were measured along a chosen center row (horizontal green and red lines
on images captured at 530 nm and 650 nm, respectively) from the center line of
the plume (white) outward past the plume edge (dashed cyan) to the analysis
region end point (magenta). This select region was chosen as opposed to the
entire image so that both the Abel inversion transform and the inverse Radon
transform could be more easily performed during data processing. As shown in
Figure 5.2 a and b, the same region was analyzed in both the 530 nm and 650 nm
images. The measured intensity values were used to calculate the refraction angle,
ϵ, across the plume. These were calculated using the previously described method
of using the calibration lens curves to relate the intensity to the angle of refraction
for each data set. These calculated ϵ values are shown in Figure 5.2 c. The ϵ values
calculated from the 530 nm and 650 nm images are plotted with green and red
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Figure 5.1: Flow chart detailing methods of data processing used for density
reconstruction.
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lines, respectively. The line colors match the visible color corresponding to those
wavelengths.

The plume images in Figure 5.2 a and b, captured at 530 nm and 650 nm,
respectively, visibly vary in overall pixel intensity. However, they each view the
same moment of the event captured within the test section. Since the absorbance
of the working gas (pure helium) was already deemed negligible at these wave-
lengths, any differences in the calculated ϵ values between the two images were
deemed more the result of error propagation than absorption effects. This was
because of the naturally low absorbance of helium at these two wavelengths of
interest. The presence of helium resulted in different refraction values than what
a pure air plume would have produced, however, this difference was taken into
account in later data processing steps. Note here in Figure 5.2 c that the two curves
representing calculated ϵ values are very closely aligned. This is due to the lack of
significant change in refraction between 530 nm and 650 nm due to the gas species
present. While the exact values calculated from each data set did vary slightly,
these values provided an approximate baseline of the refraction expected due to
the presence of a helium plume moving through the given test section.

Some of the differences between the two curves were attributed to differences
in noise introduced in the individual data sets. Since they were taken by two
separate cameras simultaneously, there was always some uncertainty between the
two measurements, even when both cameras were viewing the same event. The
matched cameras had the same type of sensor. However, each individual camera
sensor naturally has minor differences. During data pre-processing, when the two
images were aligned using MATLAB’s imregister function as described in Section
3.3, a small amount of approximation and interpolation was performed in order
to seamlessly transition one image to match the other in sizing and positioning.
This could have adjusted the pixel values just enough to introduce additional
minor value differences. Although this does cause more uncertainty within the
data overall, the differences between the two plots were significantly smaller
than the intentional differences that were expected later on in data processing,
and therefore were largely negated. These differences were also captured when
comparing the two views of the pure helium plume.

5.2 Refraction and image intensity prediction using helium baseline

Moving forward, the same process was used to measure pixel intensities and
calculate ϵ values across the same region of an iodine-infused helium plume. The
region of the plume analyzed for this data set is outlined in Figure 5.3 a. Only the
650 nm plume view was analyzed at first. It was known that there was trace iodine
gas present within the plume moving through the test section based on visual
inspection and identification. However, the 650 nm plume image was captured at
the wavelength of assumed zero absorption due to iodine gas. Because of this, the
intensity values measured across the plume were assumed to be unaffected by the
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Figure 5.2: Baseline refraction angle of light was calculated using helium-only
plume moving through in test section: (a) 530 nm view of plume, (b) 650 nm view
of plume, and (c) calculated refraction angle (ϵ) values at both wavelengths. In
parts a and b, the centerline is white, the edge of the plume is cyan, the end of the
analysis region is magenta, and the center row analyzed is outlined in green and
red for 530 nm and 650 nm (a and b) respectively.
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presence of iodine. The calculated ϵ values from quantitative schlieren across the
650 nm iodine-infused plume are shown in Figure 5.3 b.

Figure 5.3: (a) Schlieren view of mixed plume at 650 nm with analysis region
shown by the red line. (b) Measured epsilon values across plume within outlined
region.

When there is no iodine gas present in the plume, the angle of refraction at
530 nm and 650 nm is expected to be the same when calculated from the measured
intensity values across the plume. Since the calculated ϵ at 650 nm in Figure 5.3
b theoretically shows no iodine effects, the plot can be used to predict what the
epsilon across the same plume at 530 nm would be when assuming no iodine
effects.

Knowing this, the ϵ values across the same region of the iodine-infused plume
at 530 nm were first set as equal to those measured at 650 nm. From there, the
calibration curve used to determine ϵ values from pixel intensities was used again
to calculate intensity values based on the predicted ϵ values. This was done by
altering Equations 3.5 and 3.6 to input ϵ and output position within the lens (rx)
as demonstrated in Equations 5.1 and 5.2:

Rx = rx + ravg (5.1)

rx = f tan ϵx (5.2)

It should be noted that when determining original ϵ values at 650 nm, the 650
nm calibration curve was used. But after ϵ values at 650 nm and 530 nm values
were set equal, in order to back out radial position within the calibration lens
for the predicted 530 nm ϵ values, the 530 nm lens calibration curve was used.
From there, the radial positions within the 530 nm lens were used to determine
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the corresponding intensity values at those positions in the lens. This essentially
provided a method of predicting what the 530 nm view of the iodine-infused
plume should look like, assuming no iodine effects, based on the appearance of
the 650 nm iodine-infused plume. The intensity values across the plume at 530
nm were estimated using the intensity values in the same region at 650 nm. A
comparison between these predicted intensity values and the actual measured
intensity values across the mixed plume at 530 nm is shown in Figure 5.4 b.

Figure 5.4: (a) Schlieren view of mixed plume at 530 nm with analysis region
outlined. (b) Predicted versus measured intensities from same region of image,
calculated using angles of refraction (ϵ).

The theoretically predicted intensity values were expected to be generally
higher in value than the actual measured intensity values. The actual measured
intensities from the 530 nm image were darker due to the added effect of light
absorption due to the presence of iodine within the plume. A greater difference
between the two plots was related to a greater concentration of iodine gas within
the plume.

5.3 Absorbance deconvolution and concentration calculations

Determining both the baseline prediction of plume intensities assuming no
absorption and the actual intensities of the plume allowed for a direct comparison
to be made and related to light absorbance through the plume. A modified version
of the Beer-Lambert Law was used here:

A = −log
(

I530,measured

I530,theoretical

)
(5.3)
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Previously, the region of the spectrometer test image at 530 nm with refractive
plume effects included was divided by the original transmitted intensity values
at that wavelength. The same was true for values within the 650 nm range of
the test image. Here, dividing simply by the background value of the schlieren
image at each wavelength would not account for any of the refractive effects
overlaid by the schlieren system. Instead, the intensity values predicted by those
measured at 650 nm serve as a baseline of refraction effects without including
absorption. Applying the Beer-Lambert Law to the ratio between the actual
measured intensities and the predicted intensities highlights the differences in
intensity caused by iodine absorption while effectively canceling out the effects
caused exclusively by refraction. The 650 nm prediction serves as a ”background”
refractive condition, so that when the actual measurement is divided by that, the
result leaves only absorption effects behind. This approach should thus yield a
more accurate result. These LOS integrated absorbance values are shown in Figure
5.5 b.

With the LOS integrated absorbance calculated, the three-dimensional nature
of the axisymmetric plume must still be taken into account. Similarly to how the
raw spectrometer data was handled, a spline fit was developed for the raw LOS
integrated absorbance data, and is shown in Figure 5.5 b alongside the original
data. From there, the plot shape was reflected over the centerline to create an
axisymmetric plot shape. Again, the inverse Radon transform was applied to these
axisymmetric unit-less absorbance values to obtain the local absorption coefficient,
α (cm−1). The resulting α values are shown in Figure 5.6 a. The concentration
values determined from α using Equation 4.12 are shown in Figure 5.6 b.

Figure 5.5: (a) Schlieren view of mixed plume at 530 nm with analysis region
outlined. (b) Measured LOS integrated absorbance across analysis region of plume
and spline fit of measured absorbance.

It should be noted that a comparison was also made between the absorption
coefficient values calculated from the spline fit and those calculated from the raw,
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Figure 5.6: Processed schlieren data of a mixed helium-iodine plume at t = 34 ms:
(a) Axisymmetric spline fit of LOS integrated absorbance at 530 nm (green dashed
line) and the corresponding Radon inverted radial absorption coefficient, α(r), at
530 nm (purple), and (b) concentration of iodine gas calculated from α(r) using
Equation 4.12.
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unfitted data. Figure 5.7a provides a comparison between the LOS integrated
absorbance values for a single row of the image, values averaged between 5 rows
of the image, and the spline fit of those values. Figure 5.7b provides a comparison
of each of those after applying the inverse Radon transform. It is clear that without
applying a fit to the noisy data, the resulting local absorption coefficient has far
too much variability to reasonably use in density calculations.

5.4 Density field reconstruction

Similarly to the schlieren data in Chapter 4, the iodine concentration values
calculated were then used to reconstruct the overall density within the flow field.
Equations 4.19, 4.20, 4.21, 4.26, 4.27 and 4.28 were used again here to calculate
refractive indices and Gladstone–Dale coefficient values across the plume by
accounting for the mole fractions of helium and iodine. The final density values
calculated across the region of interest of the plume in this case are provided in
Figure 5.8. While concentration calculations were made using a comparison of
measurements taken at 530 nm and 650 nm, the final density calculations were
made using refractive index values measured in the 650 nm view of the plume.
This was because of the assumption that changes in refraction were captured at
650 nm without added absorption effects.

Once the process for evaluating concentration and density values was estab-
lished, it was applied to a wider section of rows across the plume rather than a
singular row. This was possible due to the axisymmetric and evenly mixed as-
sumptions applied to the plumes. This resulted in concentration and density field
maps across a larger region of the pure helium and mixed helium-iodine plumes.
First, the density field for a pure helium plume was calculated and is pictured
in Figure 5.9. The concentration of iodine throughout the mixed helium-iodine
plume was then calculated and is pictured in Figure 5.10. The concentration values
are all within the same order of magnitude as the values calculated for a single row
of the plume, indicating iodine is relatively evenly mixed throughout the plume.
The full density field for the mixed helium-iodine plume was then calculated
and is pictured in Figure 5.11. For both plumes, the lowest density values were
consistently measured along the centerline of the plume where the helium gas was
most concentrated. In Figure 5.11, the density values approaching the centerline
are visibly higher than those in Figure 5.9. This was due to the presence of the
small concentration of iodine within the plume in Figure 5.11, demonstrating
behavior consistent with Figure 5.8 throughout the plume. It should be noted
that all calculations of error propagation were performed in the same manner as
described previously in Section 4.4.
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Figure 5.7: Comparison of effects of line fitting: (a) single row, averaged rows,
and spline fit of LOS integrated absorbance data at 530 nm, and (b) corresponding
Radon inverted radial absorption coefficient, α(r), for each measurement.
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Figure 5.8: Density reconstruction of plumes from color-filtered schlieren images
of a helium-only plume (coral) and mixed helium-iodine plume (purple).

5.5 Final results and discussion

The results of the color-filtered schlieren setup built upon the combined di-
agnostic methodology developed in Chapter 4 by applying it to the physically
simplified setup of color-filtered schlieren. Rather than relying on spectrometer
data for direct absorbance measurements, it was demonstrated that the dual-
wavelength schlieren setup can replicate the same absorption-based insights for
application to existing quantitative schlieren measurement techniques. By lever-
aging known differences in the absorption behavior of iodine gas between the
same two wavelengths of interest, the modified schlieren system isolated the
contribution of iodine gas to overall refractive changes within the flow field. The
method developed here relies on calculating predicted intensity values from the
650 nm ”background” view and comparing them to the 530 nm view, thereby
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Figure 5.9: Density color map of pure helium plume using color-filtered schlieren
method.

effectively canceling out refractive effects and isolating absorptive features within
the plume. This enabled the calculation of LOS integrated absorbance and there-
fore iodine concentration using the same modified Beer-Lambert Law approach
used previously. The calculated iodine concentrations were used in conjunction
with Gladstone-Dale relations, similarly to Chapter 4, enabling density field recon-
struction across the region of interest. Unlike the approach in Chapter 4, which
averaged values along a defined center row, the color-filtered schlieren method
allowed for spatially resolved reconstruction over an extended portion of the im-
age plane. This spatial aspect provided a more detailed view of the helium-iodine
plume’s overall structure and composition.

However, limitations were also observed. The color-filtered schlieren ap-
proach showed slightly increased noise in the final density calculations, a result of
several compounding factors. Concentration measurements were more prone to
uncertainties due to the camera resolution limitation of approximately 1 MP. Still,
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Figure 5.10: Iodine concentration color map of mixed helium-iodine plume using
color-filtered schlieren method.

the strength of this approach lies in its adaptability. Once the expected optical
behavior of a specific species within the flow field is known, the schlieren system
can be tuned to highlight that species selectively by varying the filtering wave-
lengths of interest. This suggests potential for a practical, non-spectrometer-based
method of species detection and density field characterization. This is particularly
useful in environments where hardware limitations restrict traditional diagnostics.
Over the course of the 5 tests performed using this setup, the range of calculated
concentration and density values was within the same order of magnitude, as
were the uncertainties calculated.

The findings here reinforce the conclusions drawn from Chapter 4, where even
minimal quantities of iodine yield quantifiable changes in absorptive and refractive
properties. The color-filtered schlieren method, while currently less precise, offers
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Figure 5.11: Density color map of mixed helium-iodine plume using color-filtered
schlieren method.

a valuable and adaptable tool for multi-species flow characterization, especially
when prior knowledge of the medium allows for tailored optical filtering and data
interpretation.
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CHAPTER 6

CONCLUSIONS AND RECOMMENDATIONS FOR
FUTURE WORK

The research presented here explored the development, validation, and in-
tegration of pre-existing optical diagnostic methods for multi-species flow field
characterization and density reconstruction. Specifically, the previously developed
common-path schlieren and imaging spectroscopy technique, and the proposed
color-filtered schlieren method were explored for these purposes. These experi-
mental methods were implemented to investigate both pure helium and mixed
helium-iodine plumes. Through the use of these two approaches, key physical
properties of the flow field, such as iodine concentration and local gas density,
were extracted using LOS integrated absorbance data, refractive index variations,
and their underlying spectroscopic signatures.

The results demonstrated that iodine presence within a helium carrier gas
could be consistently quantified using spectroscopic measurements, and that these
results could be translated to and validated by modern quantitative schlieren
techniques. The findings showed that the schlieren system, particularly when
enhanced through color filtering, could serve as a viable alternative for species-
specific diagnostics when prior knowledge of the flow’s spectral characteristics is
available. These contributions represent a significant step towards the practical
application of schlieren imaging for chemically specific flow diagnostics, especially
in constrained environments where traditional instruments like spectrometers
may not be feasible.

This work set out to accomplish four primary goals:

• Further develop the robustness of the common path schlieren and imaging
spectroscopy technique for absorption measurements of laminar helium and
helium-iodine plumes.

• Experimentally quantify iodine concentrations within laminar helium-iodine
plumes.

• Demonstrate the relationship between absorption due to iodine presence
and density-based refractive disturbances within the schlieren field of view.

• Develop and experimentally validate a modified schlieren technique for
spectroscopic characterization without the use of a spectrometer.
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Each of these objectives was successfully achieved. The combined schlieren
and imaging spectroscopy technique was implemented and calibrated to enable
accurate spatial correlation between the schlieren and spectrometer fields of view.
Absorbance data obtained from the imaging spectrometer was shown to align
closely with schlieren-derived measurements, and the combined data set enabled
density field reconstruction for both pure helium and mixed helium-iodine gas
plumes. The application of the Beer-Lambert Law to spectral data yielded LOS
integrated absorbance measurements and local iodine concentration estimates.
These were validated against known absorption properties of iodine gas and
provided reliable concentration values under these flow conditions. The rela-
tionship between absorption due to iodine presence and density-based refractive
disturbances within the schlieren field of view was clearly established. Results
showed that iodine, even at low concentrations, produced measurable changes
in both absorbance and refractive index. These changes were tracked across the
flow field and were shown to be proportional to iodine concentration, reinforcing
the diagnostic sensitivity of the combined method. The color-filtered schlieren
system also replicated the diagnostic capabilities of the spectrometer-based setup
using only bandpass filters at two carefully selected wavelengths. While slightly
noisier, the color-filtered schlieren approach enabled iodine concentration and
density field estimation without the need for full spectral analysis. Together, these
accomplishments suggest that schlieren imaging, when combined with either spec-
troscopic data or wavelength-specific filtering, can be extended beyond current
quantitative schlieren capabilities into the realm of species-sensitive diagnostics.

Moving forward with this work, a recommendation for improved data res-
olution and error reduction is to use higher resolution cameras, especially for
comparing multiple views of the same flow field. The camera used to capture
absorption measurements had approximately 1 megapixel of resolution. Error
propagation was exacerbated by the need to interpolate and smooth data in the
absorption measurements taken with this camera. Increasing the camera’s res-
olution to the next step up of approximately 4.2 megapixels would allow for
greater sensitivity to changes in small areas by providing more data points at
each measurement location without sacrificing visualization of the full flow field.
Another way to approach this issue would be to use a better camera lens with the
appropriate focal length and zoom capabilities to ensure the field of view utilizes
as many sensor pixels as possible. This would also reduce the need to register one
image to the other if they are positioned as similarly as possible on the sensors.

A source of validation that should be explored is computational fluid dy-
namics (CFD) modeling. The core properties of the flow field are all known and
individually well characterized, such as the expected densities of the individual
flow components and the flow behavior of the laminar plume itself. These could
be modeled using CFD and used as a comparison to the values calculated using
spectroscopic and refractive imaging techniques.

One key source of uncertainty in this work was the true amount of iodine
gas being carried by the helium gas into the test section. The amount of iodine
gas theoretically produced and the amount measured optically was discussed

88



at length, however, a method of validating and confirming that measurement is
desired before moving forward with this research. This could be done through
the use of iodine gas cells with calibrated concentration values. A better method
of introducing the iodine gas into the test section is also highly recommended
so that concentration values can be more accurately predicted and consistently
achieved. The optical diagnostics setup could also be altered to include the
spectrometer in tandem with color-filtered schlieren to provide an additional
source of concentration measurement validation. This was not done here because
the intensity of the background light source was not strong enough to be split
more than once, and would have resulted in intensities too low to resolve changes
in any of the camera views.

Once the test setup and validation methods have been improved, the next
step of this work should be to introduce variation in chemical species and carrier
gases. This would suggest the use of different background light sources as well,
both for improved overall intensity capabilities and for a wider range of interest
wavelengths available for comparison. Varied chemical species would require
varied wavelengths of interest for analysis, so the optical diagnostics setup should
be adjusted accordingly. A lighter tracer gas should be explored first to promote
better mixing within the plume, for example, xenon or argon. Once this technique
has been verified for a wider range of test materials, it should be adapted to larger-
scale testing. The ultimate goal of this work is to be able to track and quantify the
presence of varied chemical species in the explosive environment throughout the
desired field of view. Many steps are needed before that ultimate goal is reached,
some of which have been demonstrated through the research presented here.
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APPENDIX A

GAS CONTAINMENT BOX ENGINEERING DRAWINGS

The following pages provide a detailed overview of how the iodine con-
tainment box was constructed with ports for schlieren lenses and a ventilation
fan.
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A.1 Full Containment Box Assembly
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A.2 Front Panel
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A.3 Top Panel
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A.4 Side Panel
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