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The current controversy over problems of contamination of our groundwater environment has led to the development of new techniques for aquifer analysis and pollution control. The difficulty encountered in most studies of solute transport involve the complex spatial and temporal variations of field measured hydrogeologic and hydrochemical variables. Spectral analysis and stochastic differential equations has recently been shown to be a useful approach to problems of spatial and temporal variability. This research is concerned with (1) the analysis of continuous water quality time series of groundwater contamination or tracers subject to a time varying source, and (2) the analysis of spatial variations in water quality produced by a stochastic, nonuniform flow field. In the first case of water quality time series, solutions are found for three widely applied transport models subject to a stochastic source of contamination or tracer: (1) the lumped parameter or linear reservoir model, (2) a convection model applied to a curvilinear flow field and (3) a one-dimensional convection-dispersion model in a uniform flow field. Application of the stochastic theory is illustrated with an example for each model. The results of the time series analysis demonstrate the utility of spectral analysis and stochastic differential equations for evaluating stationary time series of water quality via the frequency domain approach. The method also indicates that the unique frequency characteristics of water quality time series may be used as a diagnostic tool for determining the appropriate transport model to apply in each case (ie. curvilinear flow, uniform flow, dispersive effects, etc.).
The effects of a nonuniform flow field on the depth-averaged equation of solute transport is evaluated for the case of a spatially variable and stochastic velocity field. The velocity field is shown to produce spatial variations in the solute concentration as well. A perturbation technique divides the transport process into a mean and fluctuating condition. Stochastic theory and spectral analysis is used to evaluate the significance of additional convective and dispersive flux terms in the mean equation. The analysis indicates that an overall reduction in the convective velocity of a solute, relative to the mean fluid velocity, may result when flow nonuniformity is significant. A corresponding increase in the effective dispersion coefficient is also observed. The stochastic theory provides a means of estimating the concentration variance due to a nonuniform flow field.
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GENERAL INTRODUCTION

Objectives and scope of the research

In recent years the public has become increasingly aware of the susceptibility of groundwater to contamination from domestic, agricultural and industrial sources. As a result, a more realistic priority has been given to groundwater protection, and how groundwater fits into the overall strategy of environmental management. Concern over potential and existing contamination has stimulated researchers to develop a variety of new techniques and models to analyze and predict the transport of contaminants in groundwater systems. A fundamental difficulty encountered in these studies is how to incorporate within the methodology, the complex natural variations in the porous medium, as well as the time variable nature of the source of contaminant.

Recent developments in stochastic hydrology (Gelhar et al., 1979; Kisiel, 1969; Freeze, 1980; Gelhar, 1974) have demonstrated the merits of a stochastic approach for characterizing the random element of natural processes. The use of stochastic methods implies an element of uncertainty, in that variability is only distinguished in a probabilistic sense. If we view this variability as providing real information about the system, as opposed to 'noise', then the stochastic method (in this case stochastic differential equations) can provide an interpretive analytical tool.

In this research a variety of relatively simple models of mass transport are solved via stochastic differential equations and the theory of linear filters. The equations to be examined are deemed stochastic as a result of a time variable source of contamination (or
tracer), or as a result of a spatially variable velocity field effecting the average solute concentration. The procedure will point out that a random process need not have a complete probability definition (i.e. joint probability density function is not required), and that statistically stationary (in time) and homogeneous (in space) processes are adequately represented by the first two probability moments, the mean and the variance. Besides the mean and the variance it will be necessary to define an additional statistical measure - the correlation scale. The correlation scale is shown to be an especially important consideration for describing spatial and temporal variability in groundwater quality studies.

Application of the spectral theory is attempted for each case under investigation in order to demonstrate the suitability of the stochastic method to a variety of field problems, and to illustrate the diagnostic capability of the spectral analysis method in frequency response studies of water quality.

**Review of literature**

In the last two decades stochastic hydrology has been wildly exploited for the study of random or partially random processes in hydrology and hydrogeology. It is not difficult to understand why stochastic methods have been accepted by earth scientists and engineers, since almost all natural processes contain some element of random behavior. However it is interesting that so many different methodologies for stochastic analysis have been adopted by hydrological scientists. In general these methodologies range from the purely descriptive aspects of random variables, to complex mathematical models of physical processes with multidimensional random components.
This review of literature is intended as a partial account of the significant developments in stochastic hydrology as it pertains to both theory and data analysis for the following topics:

1. Temporal variability of water quality (time series),
2. Spatial variability of the hydrogeologic media and its effect on water quality,
3. A review of some water quality studies displaying spatially or temporally variable data.

As is the case in any scientific endeavor, research in stochastic hydrology has proceeded along two fronts. The first stage is the descriptive approach where data is simply evaluated without regard for the physical nature of the system, say for the purpose of detecting the maximum or minimum. The second stage might be called the interpretive approach which would include some form of physical model. Although this research is primarily concerned with the interpretive or modeling aspect, the former is of course essential to determining the problem itself, and will be included in this brief review. Since stochastic methods have evolved from a variety of scientific fields it will be necessary to survey developments from an interdisciplinary range of literature for pertinent material.

Time series: With the recent emphasis on pollution detection by regulatory agencies has come the need for efficient design of continuous monitoring networks. Gunnerson (1975) has demonstrated the use of stochastic methods for design of these networks for the purpose of pollution detection. The probabilistic-stochastic methods which he uses include empirical frequency distributions, range analysis, covariance-spectral techniques and regression methods for bivariate data.
sets. Wastler (1969) also illustrates the use of spectral-covariance analysis for rivers and estuaries as a descriptive tool. In terms of groundwater quality, Gelhar et al., (1980) have used spectral-covariance techniques to describe the stochastic element of groundwater salinity time series. The report also points out how highly variable time series may display little visual similarity but are comparable in their probability moments and correlation scales.

The interpretation of water quality time series is generally viewed in a systems context. Researchers in watershed hydrology and river hydraulics have made extensive use of the input-output or systems method for both stochastic and deterministic problems. Dooge (1973) presents a general treatment of linear systems as applied to autocorrelated and cross-correlated hydrologic time series. Thomman (1974) uses a systems approach to examine a variety of deterministic surface water quality systems. Both Thomman and Dooge make use of the transfer function and phase as the principal tools of frequency response studies. Texts by Jenkins and Watts (1967) and Koopmans (1974) provide the detailed mathematical background necessary for linear filter theory and spectral analysis applications. Yevjevich (1972) treats a wide range of stochastic methods in hydrology including covariance-spectral analysis, surplus-deficit-range, the theory of runs, as well as applications of these methods.

A concise treatment of "Time Series Analysis of Hydrologic Data" is given by Kisiel (1969). The manuscript outlines many practical features of covariance-spectral analysis as well as how these relate to linear systems in hydrology. A series of papers from Colorado State University have dealt extensively with stochastic methods in hydrology (Jeng and
Although stochastic methods have been applied to the hydraulics of
groundwater flow, little has been done with regard to water quality time
series in groundwater. Erikson (1970) has presented two papers on the
spectral and cross-spectral analysis of groundwater levels when the
variable is treated as an auto-regressive process. Solutions to sto-
chastic differential equations describing phreatic aquifer flow were
first developed in a paper by Gelhar (1974). This research utilizes
frequency domain solutions to several aquifer flow equations in terms
of the input-output spectral densities. This paper can be considered
the basic reference for the time series methods to be presented in
Chapter 1. Evaluation and interpretation of recharge mechanisms using
the spectral method has been demonstrated and applied to the Roswell
Basin, New Mexico by Duffy et al. (1978) and Gelhar et al (1979).
Geldner (1981) has applied the spectral approach to a stream-aquifer
situation in the Rhine River Valley between France and Germany.

Spatial Variability: In most applications of water quality model-
ing it is assumed that the general theory for mass transport in ground-
water (as developed by Bachmat and Bear, 1964 for example) will apply,
and can simply be 'taken off the shelf' in each case. In a mathematical
sense this may of course be true, however, as has been pointed out by
Anderson (1978), the parameters of the macro-dispersion process (the
dispersivity or dispersion coefficient) do not have a precise physical
meaning. Efforts to remedy this gap in our knowledge are currently
being made. It is worthwhile then to review the progress which has
been made towards the development of an encompassing theory of mass
transport, as well as some problems facing those who wish to apply the
theory to field problems. Comprehensive reviews on parts of this topic can be found elsewhere (Bear, 1972; Anderson, 1979; Naff 1978) and thus only the highlights are discussed here.

In terms of porous media flow, Taylor (1954) and Aris (1956) have provided a quantitative description of the dispersion process in small pores using capillary tubes. In each case they were able to devise an exact mathematical formulation to describe the dispersion coefficient in terms of the geometrical and hydraulic properties of the tube or tubes. Statistical methods have been more commonly used for studying dispersion in porous media, largely due to the complexity of the local pore structure and the larger scale heterogeneities of the aquifer itself. Randomly oriented tube models have provided a basis for physical interpretation of dispersion and diffusion on a local scale (or REV scale). Proponents of the statistical approach suggest that it is not possible to give a precise mathematical description for the particle (tracer) path or velocity and thus its location can only be determined in a probabilistic sense. The work of Scheidegger (1954), de Josselin de Jong (1958) and Saffman (1960) are the most notable in this area of research.

In order to describe the larger scale heterogeneities of aquifer variability, Monte Carlo techniques have been employed. Warren and Skiba (1964) use a Monte Carlo scheme to study the macroscopic (large scale) dispersion which results from three-dimensional permeability variations of a porous medium. The effect of porosity variations on dispersion was considered and found to be a second order influence. Their study indicates that the scale of heterogeneity usually examined in the laboratory is not the same as the reservoir scale. Heller (1972) uses a Monte Carlo scheme to arrive at an effective dispersion co-
efficient which is the result of two-dimensional random permeability variations. His conclusions point to the significance of both local and global (large scale) heterogeneity as influencing the dispersion process. More recently Schwartz (1977) and Smith and Schwartz (1980) have used a Monte Carlo approach for simulation of macro-dispersion. The latter report includes the influence of autocorrelated permeability fields using a 'nearest-neighbor' stochastic process. The use of Monte Carlo methods appear to be a very powerful tool for studying random fields in groundwater simulation, and the applications thus far have been far from exhaustive.

Analytical methods have been especially useful for studying the problem of macrodispersion in stationary, or more correctly, homogeneous random fields. For example Mercado (1967) demonstrates the role of a horizontally stratified permeability field on the magnitude of the dispersion coefficient. His model clearly demonstrates the effect of convection during the early stages of the dispersion process. Local dispersion was not considered in his work. Marle et al. (1967) make use of an analytical procedure advanced by Aris (1956), called the method of moments. Marle's contribution was in deriving an expression for the longitudinal dispersion coefficient. Their results also suggest that after large time or displacement the macrodispersion process is Fickian. Buyevich et al. (1969) have examined both the large and small scale heterogeneity of porosity in a porous medium and their influence on the dispersion process. The authors obtain correlation expressions between the flow and transport variables which are given in terms of an effective coefficient of diffusion and porosity fluctuations. This method is particularly interesting to the present study since it makes
use of stochastic differential equations solved via the spectral method.

Stochastic methods have also been applied to the solution of groundwater flow problems (Freeze, 1975; Gelhar, 1976; Bakr et al., 1978; Gutjahr et al., 1978 and Mizell, 1980). The emphasis of these studies has been to devise expressions relating the variance of hydraulic head in one, two or three-dimensions to the length scales and variance of \( \ln K \) or \( \ln T \) (\( K = \) hydraulic conductivity, \( T = \) transmissivity). Naff (1978) has examined the nature of the dispersion coefficient produced by one and three-dimensional variations in permeability. In this work solutions to stochastic differential equations are used to express the relation between permeability variations, local dispersivities, the length scales of the medium, and concentration. His analysis also demonstrates that porosity variations tend to have a second-order effect on the magnitude of the dispersion coefficient. Subsequently Gelhar et al. (1979) have furthered the work of Naff by describing the transient development of the dispersion process, which takes into account the non-Fickian behavior observed in field experiments such as those performed by Sudicky and Cherry (1979) and Pickens et al. (1978).

Water Quality Data: The purpose of this segment of the Literature Review is to survey a limited number of field studies where water quality data have been compiled and evaluated. In most cases the water quality variable constitutes a pollution hazard or potential hazard. The similarity among the water quality data examined in the following reports is that each display significant variability in space and/or time, and that interpretation of this variability may be important for understanding the mechanisms of transport in groundwater and soils. The
emphasis of the present research is to suggest a method for interpreting this variability.

The leaching of pollutants through the soil zone has received considerable attention in recent years. Biggar and Nielson (1976) examined the spatial distribution of chlorides and nitrates at twenty sites within a 150 hectare field. The pore water velocities and dispersion coefficients were found using chloride ion concentration, and both were determined to be approximated by a log-normal distribution. Toler et al. (1974) examined the distribution of chloride from highway deicing salts in the unsaturated zone. A percentage of the annual amount of infiltrated salts was retained in the soil zone, and this retention was found to be correlated with grain size distribution, depth to water table and precipitation. Childs et al. (1974) examined the infiltration of septic tank wastes to the groundwater. Their results indicate that both spatial and temporal distribution of the contamination are necessary to describe the pollution problem. Feedlot operations and their pollution potential were studied by Crosby et al. (1971) in Washington state, where nitrate and chloride concentrations were determined for the soil zone and the groundwater beneath them. Although extensive contamination was evident in the upper soil layers, little evidence of contamination was found in the groundwater.

Subsurface discharge to stream or drains from agricultural watersheds can be a source of contamination to surface supplies. Devitt et al. (1976) have examined the contribution of agricultural practices to pollution of ground and surface waters at several sites in southern California. An attempt was made to correlate fertilizer input, soil concentration and drainage effluent. However no explicit accounting
of the groundwater flow system was made. Four watersheds in Iowa were the subject of a study by Burwell et al. (1976), which was conducted to determine the impact of fertilizers. They found that over application of nitrate fertilizers were a significant source of pollution of surface water leaving the area. Large temporal variability of nitrates was observed in the watershed output.

Regional groundwater studies have recently been performed to assess the impact of diverse land use practices on groundwater quality, as well as to determine the natural orgeochemical characteristics of regional aquifers. The natural spatial and temporal variations in water quality of an aquifer in Saskatchewan, Canada were studied by Davison and Vonhof (1978). Spatial changes in major ion concentration were correlated with geologic-geochemical properties of the aquifer. Temporal variation of selected ions indicate that large variations were correlated with rainfall and recharge, while the smaller scale time variations were explained in light of geochemical reactions. Rozkowski (1967) investigated the chemical groundwater quality of a hummocky moraine in southern Saskatchewan. Spatial groundwater quality patterns were explained based on chemical reactions which occur in the unsaturated and saturated zones. Perlemutter and Koch (1972) studied nitrate pollution from fertilizers and septic tank sewage in Nassau County, Long Island. More than 3000 chemical analyses were performed on wells ranging in depth from 20-1000 feet. Typical vertical and horizontal distributions of nitrate were given in several figures.

The regional distribution of chloride, nitrate and electrical conductivity is examined over a 27 county area in west Texas in a report by Reeves and Miller (1978). The regional water quality patterns are
suggested to be partially the result of long term migration of ground-
water in the Ogallala aquifer, but local vertical migration at the
chemical parameters is also suggested. Nearly 1600 samples distributed
on an approximate three mile grid were analyzed in this unique study.

Young et al. (1976) examined the twenty-two sites in the United
Kingdom for the presence of nitrate in the soil zone and groundwater.
The sites were representative of three typical land use patterns: (1)
fertilized arable (2) unfertilized grassland and (3) fertilized grass-
land. Land use patterns were shown to have a significant impact on
nitrate levels in the unsaturated-saturated zone. The spatial dis-
tribution of nitrate in several deep soil profiles (25-70 meters) was
given in the report, illustrating significant vertical variation.

Nightingale (1970) compared the time trends of groundwater salinity and
nitrate concentration in an urban zone and adjacent irrigated area in
Fresno, California. A strong time trend in nitrate was evident in the
urban area, while no trends and large variations in nitrate were found
beneath the agricultural area, during the 17 year sampling program.

Schmidt (1977) analyzed the short term and long term fluctuations
of water quality from a pumping well. Considerable differences between
ambient water quality (unpumped) and the quality of a pumping well were
observed. Permeability and water quality stratification were suggested
to influence the long and short term quality in a pumped well. A study
of the impact of irrigated agriculture on water quality in the Rio
Grande was carried out by Wierenga et al. (1979). The study included
an extensive monitoring network for flow and chemical quality of the
irrigation diversion, groundwater and drain flow or irrigation return
flow.
Large variations in the salinity of irrigation return flow were associated with the seasonal application of irrigation water. However, a significant fraction of the total dissolved solids in the outflow were actually derived from the regional groundwater system. The spatial variability of E.C., chloride and nitrate was examined by sampling along a transect at 25 foot intervals (100 sample points). A later report for this same study area (Gelhar et al., 1980) demonstrates the use of the spectral technique for characterising spatial and temporal variability in this irrigated field site.
1. ANALYSIS OF CONTINUOUS WATER QUALITY TIME SERIES

Introduction

This first chapter is devoted to the development of a series of water quality models using the theory of linear filters and spectral analysis of time series. The method provides a theory and technique for frequency domain analysis of stationary water quality time series in groundwater. Three types of solute transport models are examined: (1) the lumped parameter or linear reservoir model, (2) a convection or advection model and (3) a one-dimensional convection-dispersion model. Solutions to stochastic differential equations are given which describe the filtering or amplitude characteristic as well as the phase characteristic of each groundwater system. Dimensionless graphs illustrate how the theory can be used to determine the important parameters of mass transport for individual groundwater systems when suitable water quality records are available.

The theory presented here is intended to provide a physical interpretation of the random component of groundwater quality records and to illustrate the distinction between the frequency response of solutes in different groundwater flow systems.

Linear filters in time series analysis

Before examining particular models of mass transport in groundwater it will be useful to review the basic properties of linear filters and their general application to frequency response studies. We assume that the physical system of interest is described by a linear differential equation where the variables are random functions of time. The analysis
will make use of a frequency domain version of the convolution integral which converts stationary input time series into stationary output. The term stationary in time means that a particular process is adequately characterized by its first two probability moments, the mean and the variance or covariance. This kind of stationarity is also referred to as second-order stationary or weakly stationary. In addition, we also make the assumption that the mean, variance and covariance of a single realization of the process (a single time series) are reasonable estimates for the underlying stochastic process. This is known as the ergodic hypothesis.

An arbitrary input $X(t)$ operated on by a linear system to yield an output $Y(t)$ can be written in terms of the convolution filter

$$Y(t) = \int_{-\infty}^{\infty} h(t-\tau) X(\tau) \, d\tau \quad (1.1)$$

where $h(t-\tau)$ is the impulse response function of the system. When the input to the filter is an impulse given by the Dirac delta function, $X(t) = \delta(t)$ then

$$h(t) = \int_{-\infty}^{\infty} h(t-\tau) \cdot \delta(\tau) \, d\tau \quad (1.2)$$

and we see that $h(t)$ itself is a solution to the convolution equation. The properties of (1.1) are the usual ones for a time invariant linear transformation (Koopmans, p.81, 1974), (i) scale preservation, (ii) superposition and (iii) time invariance. The result in (1.1) can be extended to the frequency domain by making use of the Fourier transform of $h(t)$
\[ H(\omega) = \int_{-\infty}^{\infty} h(\tau) e^{-i\omega \tau} d\tau \]  \hspace{1cm} (1.3)

where \( H(\omega) \) is the complex frequency response function. The real counterpart of \( H(\omega) \) is the transfer function given by \( |H(\omega)|^2 \).

For a second order stationary process, the only condition necessary for (1.3) to exist is (Koopmans, 1974)

\[ \int_{-\infty}^{\infty} h^2(\tau) d\tau < \infty \]  \hspace{1cm} (1.4)

and

\[ \int_{-\infty}^{\infty} |H(\omega)|^2 d\omega < \infty \]  \hspace{1cm} (1.5)

Except for (1.4) and (1.5) we have so far done nothing that is peculiar to a stochastic process, since (1.1) and (1.3) would apply equally well to periodic or aperiodic functions. When we define \( X(t) \) as a stationary stochastic process we must introduce another complex stochastic process \( Z(\omega) \) such that

\[ X(t) = \int_{-\infty}^{\infty} e^{i\omega t} dZ_X(\omega) \]  \hspace{1cm} (1.6)

where the \( dZ(\omega) \)'s are complex Fourier amplitudes of the process (Lumley and Panofsky, 1964). Equation (1.6) is the generalized Fourier-Stieltjes representation for any second-order stationary stochastic process. Substitution of this representation for \( X \) and \( Y \) into the convolution yields
\[ Y(t) = \int_{-\infty}^{\infty} e^{i\omega t} dZ_y = \int_{-\infty}^{\infty} h(t-\tau) \left\{ \int_{-\infty}^{\infty} e^{i\omega \tau} dZ_x \right\} d\tau. \quad (1.7) \]

Rearranging the order of integration and simplifying will produce the frequency domain version of the convolution
\[ dZ_y(\omega) = H(\omega) dZ_x(\omega) \quad (1.8) \]
which illustrates that in the frequency domain the convolution is simplified to a multiplication. An additional property of the \( dZ(\omega) \)'s is
\[ E \left[ dZ_x(\omega_1) \cdot dZ_x^*(\omega_2) \right] = \begin{cases} 0, \omega_1 \neq \omega_2 \\ \phi_{XX} d\omega, \omega_1 = \omega_2 \end{cases} \quad (1.9) \]

where \( E(dZ dZ^*) \) indicates expected value, the * is the complex conjugate, and \( \phi_{XX}(\omega) \) is the spectral density or simply the spectrum of \( X(t) \). The spectrum describes how variations (variance) in the series are distributed over frequency. The spectrum is a property of the autocovariance of the series given by
\[ R_{XX}(\tau) = E \left[ (X(t)-\mu)(X(t-\tau)-\mu) \right] \quad (1.10) \]
where \( \mu \) is the mean of \( X \) and \( \tau \) is the lag. The spectrum-covariance relation is uniquely determined by the following Fourier transform pair
\[ \phi_{XX}(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-i\omega \tau} R_{XX}(\tau) d\tau \quad (1.11) \]
\[ R_{XX}(\tau) = \int_{-\infty}^{\infty} e^{i\omega \tau} \phi_{XX}(\omega) d\omega. \quad (1.12) \]
From (1.9) and (1.8) we can write an expression for the transfer function in terms of the input-output spectral density functions

\[ \frac{\phi_{yy}(\omega)}{\phi_{xx}(\omega)} = |H(\omega)|^2 \]  

(1.13)

which describes the amplitude filtering characteristics of the system as a function of frequency. Since we are concerned here with differential equations which have impulse response functions \( h(t) \), (1.3) and (1.13) tell us that as long as the Fourier transform of \( h(t) \) can be found, a spectral form of the solution can be found as well. Although we may not always use the convolution as a means of determining the frequency response function, the result does generalize the procedure to a wide class of time-variable problems.

So far we have limited our discussion to the autocorrelated properties of the bivariate process, \( X(t) \) and \( Y(t) \). It is also useful to consider the cross-correlated aspects of \( X \) and \( Y \). We begin the development with a definition for the Fourier amplitudes of cross-correlated series (Lumley and Panofsky, 1964)

\[ E \left[ dZ_y(\omega_1) \cdot dZ_x^*(\omega_2) \right] = \begin{cases} 0, & \omega_1 \neq \omega_2 \\ \phi_{yx} d\omega, & \omega_1 = \omega_2 \end{cases} \]  

(1.14)

which is similar to the case for a single variable (1.9). The function \( \phi_{yx}(\omega) \) is the cross-spectrum. Making use of this result and (1.8) we get

\[ E \left[ dZ_y(\omega) \cdot d_x^*(\omega) \right] = E \left[ dZ_x(\omega) \cdot dZ_x^*(\omega) \right] \cdot H(\omega) \]  

(1.15)
which yields the cross-spectral form of the convolution filter

\[ \phi_{yx}(\omega) = \phi_{xx}(\omega) \cdot H(\omega) = L_{yx} - iQ_{yx} \]  \hspace{1cm} (1.16)

where \( L_{yx}(\omega) \) and \( Q_{yx}(\omega) \) are the real and imaginary parts of \( \phi_{yx}(\omega) \), and are known as the co-spectrum and quadrature spectrum respectively. The phase is determined from \( L_{yx}(\omega) \) and \( Q_{yx}(\omega) \) according to

\[ \theta_{yx}(\omega) = -\tan^{-1}\left( \frac{Q_{yx}}{L_{yx}} \right) \]  \hspace{1cm} (1.17)

where \( \theta_{yx}(\omega) \) is the phase spectrum or simply the phase. The phase, as described by Jenkins and Watts (1968), shows whether frequency components in the \( X \) series lead or lag the components at the same frequency in the \( Y \) series.

An important consideration in current modeling efforts involves the estimation of probability moments for sampled water quality variables. Estimates of the first two moments (the mean and the variance) are particularly important when designing site-specific water quality sampling networks, or evaluating the sensitivity of a particular model to variations in the source strength or hydrologic parameters.

A natural result of the linear filter-spectral analysis technique is that the theoretical output variance of a particular hydrologic system can be determined as a function of the source (input) variance and the transfer function. A basic property of a stationary time series is that the variance can be decomposed into contributions from a continuous range of frequencies

\[ \sigma^2 = \int_{-\infty}^{\infty} \phi(\omega) \, d\omega. \]  \hspace{1cm} (1.18)
We can use this result to determine the output variance of the convolution filter (1.13) simply by integrating over frequency

\[ \sigma_y^2 = \int_{-\infty}^{\infty} \phi_{yy}(\omega) d\omega = \int_{-\infty}^{\infty} \phi_{xx} |H(\omega)|^2 d\omega. \quad (1.19) \]

After the transfer function is determined the only thing that remains is to specify the functional form of the input spectrum. A convenient form for \( \phi_{xx}(\omega) \) which will be used extensively (but not exclusively) in this research is

\[ \phi_{xx}(\omega) = \frac{\lambda \sigma_x^2}{\pi(1+\lambda^2\omega^2)} \quad . \quad (1.20) \]

This input spectrum assumes that the autocovariance for the input process is given by

\[ R_{xx}(\tau) = \sigma_x^2 e^{-\tau/\lambda} \quad (1.21) \]

which supposes an exponential reduction in correlation as the interval between samples is increased. A limiting case is the continuous time white noise process for the input series \( X(t) \). The autocovariance is given by

\[ R_{xx}(\tau) = \begin{cases} \sigma_x^2 \delta(\tau) & \tau = 0 \\ 0 & \tau \neq 0 \end{cases} \quad (1.22) \]

and the spectrum is

\[ \phi_{xx}(\omega) = \frac{\sigma_x^2}{2\pi} \quad . \quad (1.23) \]

Substitution of (1.20) or (1.23) into (1.19) and performing the integration will provide the theoretical output variance for the frequency response functions to be developed next.
The Linear Reservoir

A functional approach to distributed sources of groundwater contamination makes use of the completely mixed assumption of the linear reservoir model. Applications of the linear reservoir to groundwater pollution problems has received some attention in recent years (Orlob et al., 1967; Gelhar and Wilson, 1974; McLin, 1981) and would seem to be especially useful in cases where only limited data and/or economic resources are available. Because of the limited requirements of the 'lumped parameter' technique, its use is also suitable for order of magnitude surveys, preliminary to detailed investigations. Whatever the situation, the model requires that the input and output characteristics of the groundwater reservoir be known, and that the outflow be linearly related to the average or well mixed behavior of the groundwater system.

When we view the hydrologic setting as a system which does not have a complete spatial description, but has a well defined input and output, we can propose a simple water balance of the form

$$ S \frac{d\bar{h}}{dt} = -q + q_i + \text{other sources} $$

(1.24)

where

- $\bar{h}(t)$ = the average saturated thickness
- $S$ = specific yield
- $q$ = natural discharge/unit area
- $q_i$ = recharge rate/unit area

The field setting is illustrated in Figure 1.1. Outflow from a linear reservoir is approximated by (Gelhar, 1974)

$$ q = a(\bar{h} - h_0) $$

(1.25)
Figure 1.1. The linear reservoir: \( \bar{h} \) is the average water level, \( c \) is the 'well-mixed' concentration of solute in the aquifer and the outflow. \( q_i \) and \( c_i \) are the recharge rate and its concentration respectively.
where \( a \) is the outflow constant and \( h_0 \) is the elevation at the stream or drain.

The mass balance for a conservative contaminant of solute concentration \( c(t) \) is

\[
\frac{dM}{dt} = m_i - m_o + \text{other sources} \quad (1.26)
\]

where

\[
M = nhc = \text{average mass of solute c per unit aquifer area}
\]

\[
m_i = q_i c_i = \text{input mass flux per unit area}
\]

\[
m_o = q_c = \text{outflow mass flux per unit area}
\]

\( n \) = effective porosity

For the case of steady-state groundwater flow \( q = q_i \) and (1.26) is written

\[
\frac{dc}{dt} + c/T_c = c_i/T_c \quad (1.27)
\]

where \( T_c = nh/q \) is the average residence time or solute response time of the system. Since the coefficients of (1.27) are constant a solution for an arbitrary input is given by the convolution integral

\[
c(t) = \int_{-\infty}^{\infty} h(t-\tau) c_i(\tau) \, d\tau. \quad (1.28)
\]

It was shown earlier that a unit impulse input \( c_i = \delta(t) \) produces the following impulse response function

\[
h(t) = (1/T_c) \exp(-t/T_c) \quad (1.29)
\]

which provides a basic solution or kernel to any particular input concentration \( c_i \).
We would now like to construct a frequency domain solution to (1.27) when \( c_i(t) \) and \( c(t) \) are stationary stochastic processes. A decomposition of the variables in time, separates each into a mean and a fluctuation about the mean given by

\[
    c(t) = E(c) + c'(t) \tag{1.30}
\]

\[
    c_i(t) = E(c_i) + c_i'(t) \tag{1.31}
\]

Substitution of (1.30) and (1.31) into equation (1.27) and subtracting the mean part gives the zero mean equation

\[
    \frac{dc'}{dt} + c'/T_c = c_i'/T_c \tag{1.32}
\]

which has the frequency domain solution

\[
    \frac{dZ_c(\omega)}{dZ_{c_i}(\omega)} = \frac{1}{1+i\omega T_c} = H(\omega) \tag{1.33}
\]

where \( H(\omega) \) is the frequency response function. As pointed out earlier \( H(\omega) \) can also be found by taking the Fourier transform of \( h(t) \)

\[
    H(\omega) = \int_{-\infty}^{\infty} e^{i\omega t} h(t) dt = \int_{-\infty}^{\infty} e^{i\omega t} e^{-t/T_c} dt = 1/(1+i\omega T_c). \tag{1.34}
\]

The spectral form of (1.33) is found by applying the properties of the \( dZ \) process given in (1.9), which yields the amplitude characteristic of the model, the transfer function

\[
    \frac{\phi_{cc}(\omega)}{\phi_{c_i c_i}} = 1/(1+\omega^2 T_c^2). \tag{1.35}
\]

The next step is to determine the phase behavior of the linear reservoir, which is a property of the cross-spectrum of input to output given by
Figure 1.2. The theoretical transfer function and phase (radians) for the linear reservoir model, plotted versus dimensionless frequency $\omega t_c = \Omega$. 
\[ \phi_{cc_i}(\omega) = \frac{\phi_{c_i c_i}(\omega)}{(1+i\omega T_C)} = \frac{1}{(1+\omega^2 T_C^2)} \cdot e^{-i\theta_{cc_i}(\omega)} \] (1.36)

where \( \phi_{cc_i}(\omega) \) is the cross-spectrum for \( c(t) \) and \( c_i(t) \), and the argument of the complex exponential is the phase spectrum, or simply the phase \( \theta(\omega) = -\tan^{-1}(\omega T_C) \). (1.37)

Equations (1.35) and (1.37) describe the amplitude and phase properties of a simple linear reservoir subject to a stochastic, distributed source of contaminant or tracer. The transfer function and phase are plotted against dimensionless frequency \( \Omega = \omega T_C \) in Figure 1.2. The linear reservoir transfer function is typical of a 'low pass' filter, where high frequencies in the input time series are attenuated and low frequencies pass through the filter unaltered. The negative phase spectrum increases with frequency up to a maximum of \( \pi/2 \) radians.

Using (1.20) along with the transfer function given by (1.35) we can write down an expression for the output variance

\[ \sigma_C^2 = \int_{-\infty}^{\infty} \frac{\lambda \sigma_{c_i}^2}{\pi(1+\lambda^2 \omega^2)(1+\omega^2 T_C^2)} \, d\omega \] (1.38)

where \( \lambda \) is the correlation scale of the input process \( c_i(t) \). Performing the integration yields

\[ \frac{\sigma_C^2}{\sigma_{c_i}^2} = 1/(1+T_C/\lambda) \] (1.39)

The variance ratio shown in (1.39) and illustrated in Figure 1.3 indicates how input variations in water quality are attenuated by the natural filtering properties of the groundwater system. It is perhaps useful to comment on the significance of the input-output variance ratio with
Figure 1.3. The variance ratio of output to input concentration.
respect to analysis of field data. It is readily apparent in Figure 1.3 that, for systems with large residence times $T_c$ and/or small input correlation scales $\lambda$, continuous solute inputs will produce little variance in the outflow quality. This fact might have a considerable impact on how one would sample this system under field conditions.

Transport by Convection

The contamination of groundwater from point and distributed sources has recently been examined by the use of travel-time calculations based on the velocity field (eg. Jury, 1975; Nelson, 1978). The approach considers the effect of dispersion and diffusion to be second order and can thus be neglected, while the solute is assumed to move along the streamline in a piston flow. If the contaminant is examined at a point of discharge, say a pumping well or river, the concentration at the discharge point would exhibit a mixing of the individual stream tubes displaying an 'apparent' dispersion of the solute which is actually due to the arrival of different travel paths. In the following analysis a general solution for convective transport in a curvilinear flow will be developed. The approach will transform the continuous time process effecting water quality into the frequency domain making use of the spectral representation theorem given earlier.

If we consider an arbitrary streamline in a steady, nonuniform flow field with velocity $U(s)$, the equation for convection only can be written (Hoopes and Harleman, 1967)

$$\frac{\partial c}{\partial t} + u(s) \frac{\partial c}{\partial s} = -Kc$$ \hspace{1cm} (1.40)

where $s$ is distance along the streamline and dispersive transport has been neglected. The coefficient $K$ is a rate constant describing simple
first order decay (i.e. radioactive decay). The aquifer is assumed to be homogeneous and isotropic with regard to all material properties. Thus variations in the solute are entirely due to variations in the source strength. Equation (1.40) can be expressed in another form, where we make use of a travel-time coordinate

\[ \frac{\partial c}{\partial t} + \frac{\partial c}{\partial \tau} = -Kc \]  
(1.41)

with the new coordinate system defined as

\[ \tau = \int_{s_0}^{s} \frac{ds}{u(s)} \]  
(1.42)

The continuous time input enters the groundwater system as a point source boundary condition

\[ s = 0 (\tau = 0), \quad c(0, t) = c_i(t) \]  
(1.43)

providing a complete description of the problem. The impulse response function for (1.41) is given by (Thomann, 1972)

\[ h(\tau, t) = e^{-K\tau} \delta(t-\tau) \]  
(1.44)

where the Dirac delta function \( \delta(t-\tau) \) implies a unit source strength at \( s=0 (\tau=0) \). To construct the frequency domain solution we again write the water quality variables in terms of a mean and perturbation

\[ c(s, t) = \bar{c}(s) + c'(s, t) \]  
(1.45)

\[ c_i(t) = \bar{c}_i + c'_i(t) \]  
(1.46)

Substituting the perturbations into the convection equation we get

\[ \frac{\partial}{\partial t}(\bar{c}+c') + \frac{\partial}{\partial \tau}(\bar{c}+c') = -K(\bar{c}+c') \]  
(1.47)
with the boundary condition
\[ \tau = 0 \quad (s = 0) \quad , \quad \tilde{c} + c' = \tilde{c}_i + c'_i \]  
(1.48)

Subtracting the mean equation from (1.47) and (1.48) we arrive at the equation for the fluctuations

\[ \frac{\partial c'}{\partial t} + \frac{\partial c'}{\partial \omega} = -Kc' \quad , \quad c'(t) = c_i(t) , \tau = 0 \]  
(1.49)

The spectral representation theorem allows us to write the input and output perturbations in the following way

\[ c'(\tau, t) = \int_{-\infty}^{\infty} e^{i\omega \tau} dZ_c(\tau, \omega) \]  
(1.50)

\[ c'_i(t) = \int_{-\infty}^{\infty} e^{i\omega t} dZ_{c_i}(\omega) \]  
(1.51)

Substituting (1.50) and (1.51) into the convection equation yields

\[ \frac{d}{d\tau} (dZ_c) + (i\omega + K) dZ_c = 0 \]  
(1.52)

with the boundary condition

\[ dZ_c(0, \omega) = dZ_{c_i}(\omega) , \tau = 0 \]  
(1.53)

The solution to (1.52) is

\[ \frac{dZ_c(\tau, \omega)}{dZ_{c_i}(\omega)} = e^{-(i\omega + K)\tau} = H(\tau, \omega) \]  
(1.54)

where \( H(\tau, \omega) \) is the frequency response function for the convection equation. An alternative way to arrive at \( H(\tau, \omega) \) is simply to take the Fourier transform of \( h(t) \) in (1.44)

\[ H(\tau, \omega) = \int_{-\infty}^{\infty} e^{-i\omega t} e^{-K(\delta(t-\tau))} dt = e^{-(i\omega + K)\tau} \]
which provides a check on (1.54). Having determined the frequency response of the system we can now apply the properties of the dZ's (1.9) to arrive at the spectral form of the solution

\[ \phi_{cc}(\tau, \omega) = \phi_{c_i c_i}^{(i,\omega)} |H(\tau, \omega)|^2 \]  \hspace{1cm} (1.55)

where \( \tau \) is given by (1.42) and

\[ |H(\tau, \omega)|^2 = e^{-2K\tau} . \]  \hspace{1cm} (1.56)

It is immediately apparent that the transfer function does not depend on frequency \( \omega \). This is due to the fact that input variations are simply displaced along a streamline unaltered, except for the factor \( e^{-2K\tau} \), which is characteristic of piston flow. In communications theory, (1.55) is known as an 'ideal' filter, where the signal is either amplified or attenuated by a constant factor. The phase for (1.54) is given by

\[ \theta(\omega) = -\omega \tau = -\omega \int \frac{ds}{u(s)} \]  \hspace{1cm} (1.57)

The negative phase spectrum, which does not depend on the rate constant \( K \), increases linearly with frequency and distance along the streamline.

Another aspect of interest is the output variance \( \sigma^2_c \). Using (1.19) and (1.20) the output variance is determined to be

\[ \sigma^2_c = \sigma^2_{c_i} |H(\tau, \omega)|^2 \]  \hspace{1cm} (1.58)

If we assume for the moment that the tracer is conservative then there is no variance reduction as the solute moves through the aquifer and \( \sigma^2_c / \sigma^2_{c_i} = 1 \), which is the expected result for piston displacement.
Because (1.55) lacks the filtering characteristics normally observed in solute experiments in porous materials we might draw the conclusion that the convection only approach is of limited interest. However in many field situations it has been shown that the convective mode of transport overwhelms the influence of dispersion. For example Hoopes and Harleman (1967) show that the effect of dispersion and diffusion play a relatively minor role in the case of artificial waste disposal using recharge-discharge wells. Eldor and Dagan (1972) have shown that, for a two-dimensional steady flow to a drain or ditch with uniform recharge, dispersion has little effect at the point of discharge. They conclude that since the flow is two-dimensional, as much solute is displaced ahead of the front as behind it, and thus at the discharge point, where contributions from all stream tubes are mixed, the dispersion effect is canceled.

A specific example of convective transport in a curvilinear flow field was examined by Kirkham and Affleck (1977). The flow system they considered, which is shown in Figure 1.4, assumes a homogeneous, isotopic aquifer in hydraulic connection with an adjacent river. The steady plane flow is developed between the constant head boundary at the river and the constant discharge well located a distance $L$ from the river. The hydraulic situation is identical to the pumping well fed by a line drive shown by Muskat (1937). The velocity and potential field are determined by superimposing the effect of an imaginary injection well located a distance $-L$ from the axis of the constant head boundary. The Kirkham and Affleck paper goes on to develop an analytical expression for the travel time of a conservative solute entering the aquifer at the river
Figure 1.4. A. Aquifer-river cross-section. B. A pumping well adjacent to a river. C. Streamlines and equipotential lines for B.
\[ h - h_o = \frac{Q}{4\pi T} \ln \left[ \frac{(X-L)^2 + Y^2}{(X+L)^2 + Y^2} \right] \] (1.61)

The travel time in a curvilinear flow field is

\[ \tau = \int_{s_1}^{S_2} \frac{ds}{q_s/n} \] (1.42a)

Since on a particular streamline it takes a particle the same time to move the distance \( dx \) as it takes to move the distance \( dy \) (1.42) can also be written

\[ \tau = \int_{x_1}^{x_2} \frac{dx}{q_x/n} = \int_{y_1}^{y_2} \frac{dy}{q_y/n} \] (1.62)

The \( x \) component of the seepage velocity is determined from Darcy's law

\[ q_x = -\frac{K}{n} \frac{\partial h}{\partial x} \] (1.63)

or

\[ q_x = -\frac{Q}{2\pi nh_o} \left[ \frac{Y}{y^2+(x-L)^2} - \frac{Y}{y^2+(x+L)^2} \right] \] (1.64)

The travel time to the well is determined by integration of (1.62) and evaluation of \( \tau \) at the well \((x=L, y=0)\)

\[ \tau_{\omega} = \frac{T_o}{\sin^2 \zeta} \left[ 1 - \zeta \cot \zeta \right] \] (1.65)

where

\[ T_o = \frac{nL^2}{Q/2\pi h_o} \] (1.66)
As shown by Kirkham and Affleck, and in a slightly different form by Hoopes and Harleman, (1.65) describes the time for the solute to travel from a point on the river \((X=0, Y)\) to the well. The shortest time for the solute to reach the well is along the streamline which passes through \(Y=0\). The minimum time can be expressed as \(\tau_\omega = T_\omega / 3\).

To obtain the frequency response function at the well \((\tau=\tau_\omega (\xi))\) it is necessary to integrate the result in (1.54) around the point of discharge \((-\pi < \xi < \pi)\)

\[
dZ_{C_\omega}(\omega) = \frac{1}{2\pi} \int_{-\pi}^{\pi} dZ_{C_\omega}(\omega, \tau_\omega (\xi)) d\xi = \frac{dZ_{C_\omega}(\omega)}{\pi} \int_{0}^{\pi} e^{-i\omega \tau_\omega (\xi)} d\xi \quad (1.66)
\]

where the first order rate constant \(K\) is taken to be zero, \(dZ_{C_\omega}(\omega)\) is the Fourier amplitude for concentration \(C_\omega\) at the well and \(dZ_{C_\omega}(\omega, \tau_\omega (\xi))\) is the Fourier amplitude for concentration along any streamline near the well.

The transfer function is then found to be

\[
\phi_{C_\omega C_\omega}(\omega) \over \phi_{iC_i C_i}(\omega) = \left( \frac{1}{\pi^2} \right) \left[ \int_{0}^{\pi} \exp(-i\omega \tau_\omega (\xi)) d\xi \right]^2 \quad (1.67)
\]

where \(\phi_{C_\omega C_\omega}(\omega)\) is the spectrum for the solute time series at the well, and \(\phi_{iC_i C_i}(\omega)\) is the spectrum for the river concentration \((X=0)\). Likewise the phase function is found to be

\[
\theta(\omega) = -\tan^{-1} \left( \frac{\int_{0}^{\pi} \sin(\omega \tau_\omega (\xi)) d\xi}{\int_{0}^{\pi} \cos(\omega \tau_\omega (\xi)) d\xi} \right) \quad (1.68)
\]

The integral expressions in (1.67) and (1.68) were evaluated numerically and the results are shown in Figure (1.5) plotted against dimensionless frequency \(\Omega = \omega T_\omega\). The frequency characteristics of this model behave
Figure 1.5. Theoretical transfer function \( \phi_{c,\omega}(\omega)/\phi_{c,\omega}(\omega) \) and phase \( \theta(\omega) \) (radians) for the convective transport model of a pumping well adjacent to a river.
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much differently than the linear reservoir case. The transfer function indicates significant amplitude filtering in the low frequency range ($\Omega < 1.0$) while over the rest of the range ($\Omega > 1.0$) there is proportionally less amplitude filtering. The phase for this model increases linearly beyond $\Omega = 1$, while demonstrating some curvature near the origin. We can say then that water quality variations in a curvilinear groundwater flow display distinctive behavior when compared to either the linear reservoir, or for convection in the uniform flow case given earlier. An application of this method will be examined in a later section.

**Convective-Dispersive Transport**

Recalling that the primary objective of the models in this section is to characterize time variability in groundwater quality observations which are affected by a continuous and stochastic source of solute, the analysis now turns to the case of solute transport in a dispersive flow field. The linear filter theory and spectral representation theorem are again used to evaluate the frequency response characteristics of the dispersive system. Dimensionless plots are constructed for the transfer function, phase and variance ratio, each versus dimensionless frequency. The limiting case of pure convection ($\alpha = 0$) is compared with the dispersion result for a wide range of parameters. The influence of radioactive decay is also examined.

The basic equation describing one-dimensional convective-dispersive transport in a curvilinear steady flow is given by Gelhar and Collins (1971)

$$\frac{\partial c}{\partial t} + u(s)\frac{\partial c}{\partial s} - \alpha u(s) \frac{\partial^2 c}{\partial s^2} = Kc$$  \hspace{1cm} (1.69)
where \( K \) is a first order rate constant which could include the effect of radioactive decay or other first order reactions. The longitudinal dispersion coefficient is assumed to vary linearly with the seepage velocity \( u \) along the coordinate \( s \) and is expressed as

\[
D = \alpha \cdot u \tag{1.70}
\]

where \( \alpha \) is the dispersivity length. A complete description of the dispersion process would include the effects of molecular diffusion and transverse dispersion. However, based on both theoretical (de Josselin de Jong, 1958) and experimental evidence (Harleman and Rumer, 1963) the magnitude of diffusive transport is small relative to longitudinal dispersion, and all transverse components are assumed to be lost in the vertical averaging process implied by (1.69). Another useful form of (1.69) can be obtained by substitution of the travel time coordinate (Gelhar and Collins 1971)

\[
\tau(s) = \int_{s_0}^{s} \frac{ds}{u(s)} \tag{1.71}
\]

which transforms (1.69) into the following form

\[
\frac{\partial c}{\partial t} + \frac{\partial c}{\partial \tau} = \frac{\alpha}{u} \left( \frac{\partial^2 c}{\partial s^2} - \frac{\partial u \partial c}{\partial s \partial \tau} \right) - Kc \tag{1.72}
\]

where \( \tau \) is a moving coordinate representing the time of travel for a particle to move from \( s_0 \) to \( s \) at a velocity \( u(s) \).

The most elementary application of (1.72) assumes a uniform flow field or \( s=x \) and \( u=\text{constant} \). It is assumed that the influence of non-parallel boundaries on dispersive mixing can be neglected, and that
local perturbations in the velocity derived from medium variability are represented by a statistical average $u$, and thus $D=\alpha u=constant$. The case of uniform flow will be developed in this section, however, the result could be extended to particular situations of nonuniform flow as well. Figure 1.6 illustrates a field setting where environmental tracers might be used in conjunction with a regional groundwater flow field.

The source of solute enters the groundwater system at the boundary $x=0$, by the application of a concentration type boundary condition

$$c(0,t) = c_1(t) \quad (1.73)$$

or a flux type condition

$$\left(-D \frac{\partial c}{\partial x} + uc\right) \bigg|_{x=0^+} = uc_1(t). \quad (1.74)$$

A second necessary condition is $c=0, x \rightarrow \infty$. The impulse response function for (1.69) is given by

$$h(x,t) = \frac{c_1}{\sqrt{4\pi D t}} \left[ \exp\left(-\frac{(x-ut)^2}{4Dt}\right) - Kt \right] \quad (1.75)$$

with the condition $c_1(t) = c_1 \int \delta dt = c_1$. Other time domain solutions can be constructed from (1.75). To determine the frequency domain solution we write $c(x,t)$ and $c_1(t)$ as a mean and perturbation as before

$$c(x,t) = \bar{c}(x) + c'(x,t) \quad (1.76)$$

$$c_1(t) = \bar{c}_1 + c_1'(t) \quad (1.77)$$

Substitution of (1.76) and (1.77) into (1.72) and then subtracting the steady-state result produces the zero-mean equation
Figure 1.6. Illustration of regional transport of environmental tracers in a uniform flow.
\[
\frac{\partial c^i}{\partial t} + \frac{\partial c^i}{\partial \tau} = \frac{\alpha}{u} \frac{\partial^2 c^i}{\partial \tau^2} - Kc^i
\]  
(1.78)

Making use of the spectral representation theorem results in the ordinary differential equation

\[
\frac{\alpha}{u} \frac{d^2}{d\tau^2} (dZ_c) - \frac{d}{d\tau} (dZ_c) - (i\omega + K) dZ_c = 0
\]  
(1.79)

Solving for \(dZ_c(\tau, \omega)\) results in the frequency response function for (1.72)

\[
\frac{dZ_c(\tau, \omega)}{dZ_c(\omega)} = H(\tau, \omega)
\]  
(1.80)

\[
= c_2 \exp \left[ \frac{x}{2\alpha} - \frac{1}{2} \sqrt{x} \left( \frac{x}{\alpha} + 4K\tau + 4i\omega \right)^{1/2} \right]
\]

where \(c_2\) is evaluated using boundary condition (1.73) or (1.74)

\[
c_2 = \left[ \frac{1}{x} \right]^{-1} \left[ \frac{x}{2\alpha} + \frac{x}{\alpha} \left( \frac{x}{\alpha} + 4K\tau + 4i\omega \right)^{1/2} \right]^{-1} ; \text{ B.C. (1.74)}
\]

and \(\tau = x/u\) is the travel time from \(x = 0\) to some point in the aquifer. The spectral equation or transfer function is determined using (1.9)

\[
\frac{\phi_{c_c(\tau, \omega)}}{\phi_{c_c(\omega)}} = |H(\tau, \omega)|^2
\]  
(1.82)

\[
= |c_2|^2 \cdot \left| \exp \left[ \frac{\zeta}{2} - \frac{1}{2} \zeta^{3/2}(\zeta + 4\kappa + 4i\Omega)^{1/2} \right] \right|^2
\]

and

\[
|c_2|^2 = \left[ \left[ \frac{1}{2\zeta} \left[ \zeta + \zeta^{3/2}(\zeta + 4\kappa + 4i\Omega)^{1/2} \right] \right]^{-1} \right]^2 ; \text{ B.C. (1.74)}
\]  
(1.83)
where $\xi = x/\alpha$, $\kappa = K\tau$ and $\Omega = \omega \tau$ are the dimensionless dispersivity length, dimensionless rate constant and frequency, respectively. Recalling that the spectrum for a given solute describes the distribution of variance over frequency and that the transfer function is a ratio of the spectrum at an observation point $X$, to the input spectrum, then it is possible to examine the amplitude filtering characteristics of the system as a function of the dimensionless dispersion parameter $\xi = x/\alpha$. Figure 1.7 illustrates the transfer function for a wide range of $\xi$. Both boundary conditions are shown; however there is essentially no difference when $\xi = x/\alpha > 10$. It is immediately apparent that as the dispersivity length increases ($x/\alpha \to 0$), increasingly more high frequency input variations are filtered out. The corollary to this interpretation is that as the effect of dispersion diminishes ($x/\alpha \to \infty$) the transfer function approaches the situation of pure convection or $\alpha = 0$.

The phase behavior for $c(x,t)$ and $c_1(t)$ can be used to evaluate the time lag for different frequencies in the input. The general form for the phase spectrum (as shown previously) is given by

$$\theta(\omega) = -\tan^{-1}\left(\frac{Q_{cc_i}(\omega)}{L_{cc_i}(\omega)}\right)$$

(1.84)

where $Q_{cc_i}$, the quadrature spectrum, and $L_{cc_i}$ the co-spectrum, are the complex and real parts of the cross-spectrum which is given by

$$\phi_{cc_i}(\tau,\omega) = \phi_{c_1c_i}(\omega) H(\tau,\omega) = L_{cc_i}(\tau,\omega) - i Q_{cc_i}(\tau,\omega).$$

(1.85)

Both $L_{cc_i}$ and $Q_{cc_i}$ were determined by using a complex algebra package on a Dec-20 computer, and the phase was calculated from (1.84). A plot of
Figure 1.7. Theoretical transfer function for convective-dispersive transport versus $\omega$. The dashed lines indicate a flux type boundary condition (1.74) and the solid lines are the concentration type boundary condition (1.73).
Figure 1.8. Theoretical phase (radians) for convective-dispersive transport versus $\Omega$. The dashed lines indicate a fluxtype boundary condition (1.74), and the solid lines indicate concentration type boundary condition (1.73).
the phase spectra versus dimensionless frequency is shown in Figure 1.8. Dispersion has the effect of decreasing the negative phase lag for high frequency components of the input. The limiting case of pure convection \((\alpha=0)\) is indicated as a straight line.

For this simple case of convective-dispersive transport the phase and transfer function will describe the dynamic relation between input and output water quality variations.

The decay of a radioactive solute can have a significant impact on the transfer function. Figure 1.9 illustrates how increasing the dimensionless rate constant \(\kappa=K\tau\) reduces the transfer function over the entire range of frequency. The effect of \(\kappa\) can be approximated simply by multiplying (1.82) by \(\exp(-2K\tau)\). This simplification allows us to use the result in Figure (1.9) if the abscissa is replaced by

\[
\exp(-2K\tau) \cdot \frac{\phi_{cc}(\tau,\omega)}{\phi_{c_i c_i}(\omega)}
\]

It was found that this approximation was satisfactory for any value of \(K\tau\) when \(x/\alpha > 50\), and for \(K\tau < 1\) if, 25 < \(x/\alpha < 50\). In the case of the phase spectrum it was found that the parameter \(K\tau\) had no effect at all. Thus the phase angle is unaltered by radioactive decay.

The influence of dispersion on the concentration variance can be evaluated with the general result demonstrated in Chapter 1 (1.19)

\[
\sigma_c^2 = \int_{-\infty}^{\infty} \phi_{cc}(\tau,\omega) d\omega = \int_{-\infty}^{\infty} |H(\tau,\omega)|^2 \phi_{c_i c_i}(\omega) d\omega \quad (1.19)
\]

where \(H(\omega,\tau)\) is given by (1.80). To integrate (1.19) it is necessary to
Figure 1.9. Transfer function versus dimensionless frequency for exact and approximate form of convective-dispersive transport with chemical interaction and/or radioactive decay.
know the form of the input spectrum \( \phi_{c_i c_i} (\omega) \). A convenient form is given by

\[
\phi_{c_i c_i} (\omega) = \frac{\lambda \sigma_{c_i}^2}{\pi (1 + \lambda^2 \omega^2)}
\] (1.20)

The parameter \( \lambda \) is the correlation scale of the input process \( c_i(t) \). Substituting (1.20) into (1.19) and rewriting the variance equation in a dimensionless form we get

\[
\frac{\sigma_{\tilde{c}}^2}{\sigma_{c_i}^2} = \frac{2T_e}{\pi} \int_0^\infty \frac{|H(\Omega)|^2}{(\frac{T}{\tau} + \Omega^2)} \, d\Omega
\] (1.87)

where \( T_e = \tau / \lambda \) is a dimensionless travel time, \( \Omega = \omega \tau \) is dimensionless frequency with \( K \) taken to be zero in this case. Evaluation of (1.87) was accomplished by numerical integration and is shown in Figure 1.10. The figure points out that input variability is attenuated as the influence of dispersion increases (\( x/\alpha \) decreases), and that decreasing the input correlation scale \( \lambda \) will produce a reduction in the output variance for a given \( x/\alpha \).
Figure 1.10. Output/input variance ratio for convective-dispersive transport problem.
Discussion of Results

The principal design of this chapter is to demonstrate the application of the spectral analysis procedure for analyzing continuous and time variable water quality series, via frequency domain solutions to equations of solute transport. In the case of time domain solutions we are generally restricted to simple forms of input events, such as a pulse or step. These may be readily applied to controlled field experiments or tracer tests, but they may not be easily applied to time variable situations of pollution or natural tracers already in the environment. By going to the frequency domain and spectral methods we can examine the behavior of a continuous sequence of events over a wide range of frequencies, to arrive at an 'average' estimate of the system parameters. In addition, the method will provide a theoretical estimate of the input-output variance ratio if the system parameters are known.

The second aspect of this discussion relates to the diagnostic capabilities of the frequency response function for appraising the nature of the groundwater flow system itself. That is, the shape of the field estimated transfer function and phase can be compared to the theoretical curves for solute transport in several groundwater flow systems. If the filtering characteristics of the different transport models are unique, then this would present a method for matching the most appropriate model to the field situation.

Figure 1.11 illustrates the theoretical transfer function and phase for each system previously developed. The linear reservoir model (Fig. 1.11a), which represents a distributed source of solute, has the properties of a typical 'low pass' filter (Jenkins and Watts, 1968, p.42). That is, high frequency amplitudes in the transfer function are
Figure 1.11. Frequency response characteristics for: (a) linear reservoir, (b) convection in a curvilinear flow (pumping well adjacent to a river), (c) convection in a uniform flow, and (d) convective-dispersive transport.
attenuated, and the phase approaches a constant of \(-\pi/2\) radians. The case of pure convection in a uniform flow (Figure 1.11c) demonstrates the situation of an 'all pass' filter, where the amplitude of the signal passes through the system unaltered, and the negative phase spectrum increases linearly with frequency. For convection in a curvilinear flow (Figure 1.11b), we observe an intermediate result. The filter would still be termed 'low pass' but with significantly more amplitude filtering in the low frequency range \((\omega T_0 < 1)\), and slightly less attenuation in the higher range \((\omega T_0 > 1)\). The negative phase spectrum increases linearly for \(\omega T_0 > 1\), similar to Figure 1.11b, but the slope is much less.

To examine convective-dispersive transport (Figure 1.11d) under uniform flow conditions it is necessary to include the dimensionless parameter \(a/x\). We see that increasing the dispersion parameter also increases the amplitude filtering in the high frequency range, and the negative phase spectrum is reduced as \(a/x\) increases. When \(a/x\) becomes small, or dispersion becomes insignificant, the situation of convection dominates. Overall we can say that convective-dispersive transport with a plane source input does not display the broad band filtering evident in cases a and b.

Based on this comparison it is reasonable to expect that individual groundwater flow systems will have distinctive frequency response characteristics, and that spectral analysis and linear filters may provide an additional tool for understanding the mechanisms of solute transport in groundwater.
2. SPATIAL VARIATIONS OF WATER QUALITY

Introduction

In the last section a situation of convective-dispersive transport subject to transient changes in the source strength was examined. It was assumed that the variables were depth-averaged quantities and the coefficients of the equation \((u,D)\) were considered constants for a uniform flow situation (ie. parallel flow boundaries, homogeneous and isotropic \(K\) and constant hydraulic gradient \((J)\) and porosity \((n)\)). The purpose of this chapter is to examine the effects of a nonuniform, vertically bounded flow field on the transport process, where the velocity \(u(x)\) is taken to be a spatial stochastic process in \(x\). The nonuniform velocity field is assumed to be composed of a mean value and a perturbation caused by local changes in the longitudinal aquifer characteristics (ie. transmissivity, thickness, hydraulic gradient and effective porosity) in the mean flow direction. The analysis is thought to apply to field situations subject to natural groundwater flow variations on a regional scale, perhaps using environmental isotopes as tracers. The approach is not felt to be suitable for local mass transport situations where the solute is measured near the source. A derivation of the depth-averaged mass transport equation is shown to produce terms which correspond to the asymptotic macro-dispersion coefficient recently suggested by Gelhar et al. (1979) and Matheron and DeMarsily (1980). From the stochastic theory, the effect of a variable velocity on the mean transport equation produces an overall reduction in the convective velocity, and a corresponding increase in the dispersion coefficient. The stochastic theory also provides a means of estimating the concentration variance for the mean transport equation.
A brief review of research pertaining to the analytical description of macrodispersion in ground water would include the recent work of Gelhar et al. (1979), and Matheron and DeMarsily (1980) who have demonstrated by means of somewhat different techniques that the coefficient of dispersion can theoretically be related to the heterogeneities of the porous media. Both authors consider a two-dimensional flow field in a stratified aquifer of infinite extent (x and z), with the mean flow parallel to bedding. The stratification is assumed to produce a statistically homogeneous velocity field which varies in the vertical direction, while remaining constant within a particular layer \( u(z) = \overline{u} + u'(z) \). The stochastic velocity field is itself generated by a likewise stochastic permeability field \( K(z) = \overline{K} + K'(z) \), from the Darcy equation and steady flow assumption. Variations in the effective porosity are taken to be small, and thus \( n = \) constant. In the paper by Gelhar et al. the transport equation is separated into two parts by means of a first order perturbation: (1) the partial differential equation describing the global or mean dispersion process, and (2) the zero-mean stochastic differential equation describing the locally fluctuating transport process. The latter was solved using a spectral analysis technique for spatial variables (Lumley and Panofsky, 1967). The results of the stochastic analysis were used to demonstrate the following effects of a stratified aquifer on the mean or global dispersion process:

1. The mean transport process does become Fickian (i.e. the usual convection-dispersion equation would apply), but only for large displacement or time.

2. Significant departure from Fickian behavior is expected in the early and intermediate stages of mass transport as a result of the time dependence of the dispersivity during this period.
(3). The asymptotic or large time value of the dispersivity is given by

\[ \alpha = a_L + a_\infty \]  \hspace{1cm} (2.1)

where \( \alpha \) is the effective or depth averaged dispersivity, \( a_L \) is the local longitudinal dispersivity, \( a_\infty \) is the asymptotic (\( \bar{x} \) or \( t \rightarrow \text{large} \)) dispersivity which depends on the statistical properties of the medium. The asymptotic dispersivity \( a_\infty \) will always be much larger than \( a_L \) under field conditions, with the latter taken to be similar to laboratory scale measurements. The dependence of \( a_\infty \) on the statistical properties is expressed by Gelhar et al. (1979) as

\[ a_\infty = \frac{\sigma_k^2 \, \bar{x}_z^2}{3 \bar{R}^2 \, a_T} \]  \hspace{1cm} (2.2)

where \( (\sigma_k^2 / \bar{R}^2) \) is the square of the coefficient of variation for \( k \), \( \bar{x}_z \) is the vertical length scale of the stratified medium, and \( a_T \) is the local transverse dispersion coefficient.

The paper of Matheron and DeMarsily (1980) constructs a problem similar to the stratified aquifer of Gelhar et al. However their analysis uses an equivalent representation of the two-dimensional transport equation, which they call a random motion model (Kolmogorov, 1931). The conclusions of this research relevant to the present work are:

1. For flow parallel to stratification Fickian transport is not possible unless local transverse dispersion is significant. Under this condition the usual dispersion equation will apply but only after large displacement or time.

2. For flow not strictly parallel to stratification Fickian transport will occur and the asymptotic dispersivity is greatly reduced.
(3). The influence of vertical aquifer boundaries may reduce the large time or displacement requirement for the Fickian transport equation to apply. It is evident from these results that the use of a Fickian form of the dispersion equation (ie. a constant dispersivity) may not be suitable for early time applications of the equation. The developing dispersion process requires 'sufficient' time for the asymptotic behavior to be reached. In addition, according to these authors, even at large time Fickian behavior may not be achieved unless a special form of the covariance of hydraulic conductivity is used (see Equation (27), Gelhar et al., 1979). However, the theory describing an early time dependence of the dispersivity does provide a satisfying explanation of the 'scale' effect observed in tracer experiments, where the dispersivity apparently increases with distance away from the source (Molinari et al., 1977).

In the present research we will restrict the analysis to a vertically bounded, nonuniform flow where it is assumed that the transverse and longitudinal components of velocity and concentration will mix the solute in a plane normal to the flow. Nir (1964) calls this a condition of complete transverse mixing. The following assumptions will also apply:

(1). The usual convection-dispersion equation is applicable under the restriction that only 'large time' behavior is observed.

(2). It is expected that boundary effects and local vertical velocity variations will tend to accelerate transverse mixing and thus somewhat reduce the large time requirement in (1).

(3). That the statistical properties of the medium control the magnitude of the effective dispersivity.
Derivation of the Depth-Averaged Transport Model

It is generally recognized that the concentration $c$ of a dilute solute (tracer or contaminant) in a steady, saturated flow can be described by (Bachmat and Bear, 1964)

$$\frac{\partial c}{\partial t} = \frac{\partial}{\partial x_i} \left( D_{ik} \frac{\partial c}{\partial x_k} \right) - u_i c$$  \hspace{1cm} (2.3)

where $x_i \ (i=1,2,3)$ are cartesian coordinates, $u_i$ are the three components or seepage velocity (L/T) and $D_{ik}$ is the dispersion tensor of second order. We expect (2.3) to apply to any conservative solute (no reaction or decay) which is neutrally buoyant in the fluid medium. For this study molecular diffusion is taken to be a small part of the dispersion process and will be neglected.

In the particular case of a two dimensional flow in the vertical plane, the equation of mass transport can be written

$$\frac{\partial c}{\partial t} + \frac{\partial}{\partial x}(uc) + \frac{\partial}{\partial z}(vc) = \frac{\partial}{\partial x} \left( D \frac{\partial c}{\partial x} \right) + \frac{\partial}{\partial z} \left( D \frac{\partial c}{\partial z} \right)$$  \hspace{1cm} (2.4)

where the longitudinal and transverse components of the dispersion tensor are assumed to coincide with the principal axes $x$ and $z$ respectively, with

$$D_{11} = D_L$$

$$D_{33} = D_T$$

$$D_{ij} = 0 \hspace{1cm} i \neq j$$

$$D_{22} = 0$$

$u$ and $v$ are horizontal and vertical velocities respectively.

In the case of natural aquifers which are relatively thin in the vertical dimension but extensive in axial extent, it is convenient to consider a depth averaged version of (2.4). The integration over the aquifer thickness ($a-z<b$) is given by (Holley, 1975)
\[
\int \frac{\partial c}{\partial t} \, dz + \int \frac{\partial}{\partial x} (uc) \, dz + \int \frac{\partial}{\partial z} (vc) \, dz = \\
\int_a^b \frac{\partial}{\partial x} \left( D \frac{\partial c}{\partial x} \right) \, dz + \int_a^b \frac{\partial}{\partial z} \left( D \frac{\partial c}{\partial z} \right) \, dz
\]

(2.5)

Applying Leibnitz's rule for differentiation under the integral sign we get

\[
\int_a^b \frac{\partial c}{\partial t} \, dz + \frac{\partial}{\partial x} \int_a^b (uc) \, dz - uc\big|_b^{ab} + uc\big|_a^{aa} + vc\big|_b^{vb} - vc\big|_a^{va}
\]

\[
= \frac{\partial}{\partial x} \int_a^b D \frac{\partial c}{\partial x} \, dz - D \frac{\partial c}{\partial x} \big|_b^{ab} - D \frac{\partial c}{\partial x} \big|_a^{aa} + D \frac{\partial c}{\partial z} \big|_b^{vb} - D \frac{\partial c}{\partial z} \big|_a^{va}
\]

(2.6)

which is simplified by recognizing that each integral over z can be written as

\[
h_\delta = \int_a^b \delta \, dz
\]

The overbar denotes depth average, and \( h \) is the aquifer thickness.

Rewriting (2.6) produces

\[
h \frac{\partial c}{\partial t} + \frac{\partial}{\partial x} (hc\bar{u}) - \frac{\partial}{\partial x} \bar{hD} \frac{\partial c}{\partial x} = \\
c_b \left[ u \frac{\partial b}{\partial x} - v_b \right] + c_a \left[ -u \frac{\partial a}{\partial x} + v_a \right]
\]

(2.7)

+ \left[ J_x \big|_{b\delta x} - J_z \big|_b \right] + \left[ -J_x \big|_{a\delta x} + J_z \big|_a \right]

with

\[
J_x = -D \frac{\partial c}{\partial x}, \quad J_z = -D \frac{\partial c}{\partial z}
\]

(2.8)

The terms in brackets on the right hand side of (2.7) are the vector components of dispersive flux \( \bar{J} \) and velocity \( \bar{u} \) which are parallel to the
boundaries at a and b. These terms must vanish since

\[ \vec{u} \cdot \vec{n} = \vec{v} \cdot \vec{n} = 0 \]  

(2.9)

where \( \vec{n} \) is the normal vector at the upper and lower limits of the aquifer given by

\[ \vec{n} = \begin{cases} 
  z = b, & \frac{\partial b}{\partial x} \vec{i} - \vec{j} \\
  z = a, & \frac{\partial a}{\partial x} \vec{i} + \vec{j}
\end{cases} \]  

(2.10)

In order to express \( \overline{uc} \) and \( D_{\overline{\cdot}} \frac{\partial c}{\partial x} \) in terms of individual depth averages rather than depth averaged products, requires that we write each variable in terms of a depth average and a local vertical fluctuation

\[ \overline{uc} = (\overline{u} + u'(z)) (\overline{c} + c'(z)) = \overline{uc} + u'c' \]  

(2.11)

\[ D_{\overline{\cdot}} \frac{\partial c}{\partial x} = (D_L + D_L'(z)) \frac{\partial}{\partial x} (\overline{c} + c'(z)) = \overline{D_c} \frac{\partial c}{\partial x} + D_L \frac{\partial c'}{\partial x} \]  

(2.12)

keeping in mind that the averages are taken in the vertical. This allows us to write (2.7) in the following form

\[ \frac{\partial \overline{\cdot}c}{\partial t} + \frac{\partial}{\partial x} (hu \overline{\cdot}c) = \frac{\partial}{\partial x} \left( \overline{D_c} \frac{\partial c}{\partial x} \right) + \frac{\partial}{\partial x} \left( -hu'c' + hD_L \frac{\partial c'}{\partial x} \right). \]  

(2.13)

To complete the derivation, the perturbation products on the right hand side of (2.13) must be simplified to a more usable form. For dispersion in streams Holley (1975) suggests that mixing is complete over the depth. He then goes on to argue that the perturbation terms can be absorbed into respective gradient and diffusion terms, producing Fickian behavior. In the case of ground water flow, recent evidence suggests that the perturbation terms are the predominant mechanism determining macro-dispersivity (Gelhar et al., 1979). For large displacement or time the terms can be expressed as
\[ \overline{u^c c} = -a_w \overline{\Delta c} \overline{\delta x} \]  
(2.14)

\[ D \Delta \frac{\Delta c}{\delta x} = \frac{3}{2} a_L \overline{\Delta u} a \Delta c \overline{\delta x^2} \]  
(2.15)

where \( a_w \) was given in Equation (2.2). Both (2.14) and (2.15) were evaluated using the spectral analysis procedure, the details of which are given in Gelhar et al. (1979).

To conclude the present development, all that remains is to determine the depth-averaged version of the continuity equation by integration as before

\[ \int_b^a \Delta \frac{\Delta u_i}{\delta x_i} \, dz = \frac{a}{a} \overline{(h \overline{u})} = 0 \]  
(2.16)

\[ i = 1,2 \]

Inserting (2.14) through (2.15) into (2.13) and neglecting terms of order three or higher, produces the classical form of the dispersion equation (with overbars deleted), which includes a physical interpretation of the dispersion coefficient

\[ \frac{\Delta c}{\delta t} + \frac{\Delta c}{\delta x} = D \frac{\Delta^2 c}{\delta x^2} \]  
(2.17)

D is the depth averaged dispersion coefficient which can also be written as (Gelhar et al., 1979)

\[ D = \alpha u(x) = u(x)(a_L + a_w) \]

Thus \( \alpha \) assumes the role of effective dispersivity, in the one dimensional, depth-averaged mass transport equation, which is the subject of the present research.

**Formulation of the Problem**

Having derived the equation of mass transport in such a way as to
include the influence of vertical heterogeneities of the medium, we can now consider how longitudinal changes in the depth-averaged velocity may influence the dispersion process. An appropriate geologic setting for this analysis would be a gently dipping sandstone aquifer with outcrop located along the mountain front as shown in Figure 2.1. For this situation the solute would encounter its vertical boundaries in a short time relative to the overall travel time of the tracer, making the vertically mixed condition a reasonable assumption.

To conceptualize how variations in the velocity field are produced it is only necessary to examine the Darcy equation for one-dimensional flow

$$u(x) = \frac{T(x)}{n(x) b(x)} J(x)$$

(2.18)

where $T$ is the depth averaged transmissivity, $J$ is the hydraulic gradient and $nb$ is the cross-sectional area to flow, composed of the effective porosity and the saturated thickness. In natural aquifers it is conceivable that $nb$, the transmissivity, and the hydraulic gradient will all combine in some complex way to alter the velocity $u(x)$ along the direction of flow. It is also true that these factors will not necessarily compensate to produce a uniform flow condition as is usually assumed. In this manner we will consider $u(x)$ to be a spatial stochastic process composed of properties which can be measured in the field.

In the previous chapter on time series analysis the Fourier representation theorem was developed considering time as the independent variable, while the space dimension was carried along as a parameter. The interpretation of spatial stochastic processes is identical, except that $x$ becomes the independent variable of interest with time held as a parameter. In addition, the necessary assumption of stationarity in time is now properly referred to as homogeneity in space.
Figure 2.1. A. Regional solute transport in a nonuniform flow.

B. Conceptual displacement of a tracer in a nonuniform flow.
In order to represent each depth averaged variable of the transport equation as homogeneous processes the solute concentration, velocity and dispersion coefficient of (2.17) are each expressed in terms of a mean condition (overbars now denote mean in x), and a fluctuation about the mean

\[ D_L = \bar{D}_L + D'_L(x) \]

\[ u(x) = \bar{u} + u'(x) \]  \hspace{1cm} (2.19)

\[ c(x,t) = \bar{c}(x,t) + c'(x,t) \]

with \( E(u') = E(D') = E(c') = 0 \), and the expectation is with respect to x. The mean solute concentration \( \bar{c}(x,t) \) is assumed to be a slowly varying process relative to the fluctuation \( c'(x,t) \). Substituting these expressions into (2.17) and taking the expected value produces the mean equation for one-dimensional mass transport

\[ \frac{\partial \bar{c}}{\partial t} + \bar{u} \frac{\partial \bar{c}}{\partial x} - \bar{D} \frac{\partial^2 \bar{c}}{\partial x^2} = -\bar{u'} \frac{\partial \bar{c}'}{\partial x} + \bar{D'} \frac{\partial^2 \bar{c}'}{\partial x^2} \]  \hspace{1cm} (2.20)

The right-hand side of (2.20) represents the additional convective and dispersive flux terms resulting from longitudinal heterogeneities in the porous medium.

The zero-mean equation is a stochastic differential equation with a random forcing function and it is written

\[ \frac{\partial c'}{\partial t} + \bar{u} \frac{\partial c'}{\partial x} - \alpha \frac{\partial^2 c'}{\partial x^2} = u' \cdot g \]  \hspace{1cm} (2.21)

\[ g = \left( \frac{\partial \bar{c}}{\partial x} + \alpha \frac{\partial^2 \bar{c}}{\partial x^2} \right) \]  \hspace{1cm} (2.22)
The Stochastic Solution

Solving the stochastic differential equation (2.21) provides a means of evaluating the influence of velocity variations on the mean transport equation. As will be shown later, the solution will also provide a theoretical expression for the concentration variance.

In order to solve the stochastic differential equation (2.21) we first define the spectral representation theorem for any homogeneous stochastic process as

$$Y(x,t) = \int_{-\infty}^{\infty} e^{ikx} dZ_y(k,t)$$  \hspace{1cm} (2.23)

where the $dZ$ is the Fourier amplitude of the process with properties outlined previously (Chapter 1.), $k$ is wave number, and the time dimension is carried along as a parameter. This implies that $Y$ is homogeneous in space while varying in time. Substituting this representation for the primed quantities in (2.21) yields

$$\frac{d}{dt} dZ_c(k,t) + r dZ_c = g dZ_u(k)$$  \hspace{1cm} (2.24)

where

$$r = \bar{u}(ak^2 + ik)$$  \hspace{1cm} (2.25)

and $g$ is taken to be approximately constant for a slowly varying mean concentration.

For a plane source boundary condition $c'=0, (x=0)$ with the initial condition $dZ_c = 0 (t=0)$, the solution to (2.24) can immediately be written as

$$dZ_c(k,t) = dZ_u(k) \frac{g}{r} \left[ 1 - e^{-rt} \right].$$  \hspace{1cm} (2.26)

Applying the properties of the $dZ$'s (1.9) and concerning ourselves only with the large time result produces the spectral relation between $c'$ and $u'$
\[ \phi_{cc}(k) = \phi_{uu}(k) \cdot \frac{g^2}{\bar{u}^2 k^2 (1+\alpha^2 k^2)} \]  
\[ \text{Equation 2.27} \]

In the previous section on time series analysis it was demonstrated that the spectrum decomposes the variance of the series into contributions from a continuous range of frequencies or wave number. Integration of (2.27) produces the overall variance of the fluctuating process \( c' \)

\[ \sigma_c^2 = \int_{-\infty}^{+\infty} \phi_{cc}(k) \, dk = \int_{-\infty}^{+\infty} \frac{g^2 \phi_{uu}(k)}{\bar{u}^2 k^2 (1+\alpha^2 k^2)} \, dk \]  
\[ \text{Equation 2.28} \]

In order to remove the singularity at \( k=0 \) it is necessary to assume a particular form for \( \phi_{uu}(k) \) (Bakr et al., 1978)

\[ \phi_{uu}(k) = \frac{2 \sigma_u^2 \bar{u}^2}{\pi} \frac{k^2}{(1+\alpha^2 k^2)^2} \]  
\[ \text{Equation 2.29} \]

Using (2.29) implies that the autocovariance for \( u' \) is given by

\[ R_{uu}(\xi) = \sigma_u^2 \left[ 1 - \frac{|\xi|}{\ell_X} \right] e^{-|\xi|/\ell_X} \]  
\[ \text{Equation 2.30} \]

where \( \xi \) is the lag distance. Substituting \( \phi_{uu}(k) \) into (2.28) and integrating yields

\[ \sigma_c^2 = \frac{\sigma_u^2}{\bar{u}^2} \frac{\ell_X^2}{g^2} \left[ \frac{1+2\alpha/\ell_X}{(1+\alpha/\ell_X)^2} \right] \]  
\[ \text{Equation 2.31} \]

Notice that \( \sigma_c \) depends on the coefficient of variation of the velocity, the length scale, and the term \( g \), which is a function of the first and second derivatives of the mean concentration. Similarly, the right-hand side of the mean transport equation can be evaluated by recognizing that the terms appear as covariance expressions which can be evaluated as follows:
\[
E(u^i \partial c') = \int_{-\infty}^{\infty} \phi_{uc}(k) dk = -\bar{u} \frac{\partial \bar{c}}{\partial x} - \bar{D} \frac{\partial^2 \bar{c}}{\partial x^2}
\]  
(2.32)

and

\[
E(D^i \frac{\partial^2 c'}{\partial x^2}) = \alpha \int_{-\infty}^{\infty} \phi_{uc}(k) dk = -\bar{D} \frac{A}{\bar{\ell}_x} \left( \frac{\alpha}{\bar{\ell}_x^2} + 2 \right) \frac{\partial \bar{c}}{\partial x}
\]  
(2.33)

where

\[ A = \frac{\sigma_u^2}{\bar{u}^2} \left[ \frac{1}{1 + \alpha/\bar{\ell}_x} \right]^2 \]  
(2.34)

\( \bar{\ell}_x \) = the length scale of \( u(x) \) and

\[
\phi_{uc} = E(dZ_u \cdot dZ'_c)
\]  
(2.35)

is the cross-spectrum between \( u' \) and \( c' \); \( \phi_{uc} \) is the cross-spectrum between \( u' \) and \( \partial c'/\partial x \) and \( \phi_{uc} \) is the cross-spectrum between \( u' \) and \( \partial^2 c'/\partial x^2 \).

Details of the integrations are shown in Appendix 1. The significance of a heterogeneous medium along the direction of flow is demonstrated by substitution of (2.32) and 2.33 into the mean transport equation

\[
\frac{\partial \bar{c}}{\partial t} + u^* \frac{\partial \bar{c}}{\partial x} = D^* \frac{\partial^2 \bar{c}}{\partial x^2}
\]  
(2.20a)

where the coefficients \( u^* \) and \( D^* \) are now given by

\[
u^* = \bar{u} \left[ 1 - \frac{\sigma_u^2}{\bar{u}^2} \right]
\]  
(2.36)

\[
D^* = \bar{u} \alpha \left[ 1 + \frac{\sigma_u^2}{\bar{u}^2} \left( \frac{1}{1 + \alpha/\bar{\ell}_x} \right)^2 \right].
\]  
(2.37)

Thus \( u^* \) and \( D^* \) represent the velocity and dispersion coefficients when the medium is vertically bounded and longitudinally heterogeneous. In addition, the effects of vertical stratification can be included when \( \alpha \)
is expressed as a macrodispersivity by (2.1) and (2.2).

**The Effect of \( u'(x) \) on Mass Transport**

The process of dispersive transport for a longitudinally nonuniform flow produces some interesting behavior which deserves further discussion. First of all, the resulting equation (2.20a) is cast in the usual Fickian form for dispersive transport. In addition, the coefficients of the equation \((u^*, D^*)\) are interpreted in terms of the flow characteristics of the medium. The convective velocity term indicates that a retardation of the solute will occur as the degree of longitudinal nonuniformity \( (\sigma_u / \bar{u}) \) is increased. This reduction in the convective velocity can be attributed to the properties of the medium since \( u'(x) = f(T, J, nb) \). The dispersion coefficient is altered by longitudinal heterogeneity as well, with \( D^* \) increasing as \( \sigma_u / \bar{u} \) increases.

The above effects can be illustrated by solving (2.20a) for a pulse input of solute \( (\bar{c}(x, 0) = M\delta(x)) \)

\[
\bar{c} = \frac{M}{\sqrt{2\pi} \sigma_x} \exp \left[ -\frac{1}{2} \left( \frac{x - \bar{u}t}{\sigma_x} + \frac{\bar{u}t \sigma_u^2}{\sigma_x u^2} \right) \right]
\]  

(2.38)

where \( \sigma_x = (2D^*t)^{1/2} \) is the standard deviation of the normal probability curve, and \( M \) is the mass per net area. Writing (2.38) in terms of a normalized concentration and the spatial coordinate \( x/\bar{X} \) gives

\[
c^* = \bar{c} \left( \frac{4\pi\alpha x}{M} \right)^{1/2} = \frac{1}{\sqrt{B}} \exp \left[ -\frac{\left( \frac{x}{\bar{X}} - \left(1 - \frac{\sigma_u^2}{u^2} \right)^2 \right)}{4B\alpha/\bar{X}} \right]
\]  

(2.39)

where \( B \) is given by

\[
B = 1 + \frac{\sigma_u^2}{u^2} \left( \frac{1}{1 + \alpha/\bar{X}} \right)^2
\]  

(2.40)
The standard deviation of concentration $\sigma_c$ (2.31) can also be written in terms of $c^*$

$$\sigma_{c^*} = \frac{\sigma_c}{M} = \left| g^* \right| \frac{\nabla_x \sigma_u}{\bar{x} \bar{u}} \left[ 1 + \frac{2\alpha/\bar{x}}{(1 + \alpha/\bar{x})^2} \right]^{3/2}$$  \hspace{1cm} (2.41)

with

$$\left| g^* \right| = \left| - \frac{3c^*}{\nabla_x(\bar{x})} + \frac{\alpha}{\bar{x}} \frac{3c^*}{\nabla_x(\bar{x})(\bar{x})^2} \right|$$  \hspace{1cm} (2.42)

The influence of $u'(x)$ on the spatial distribution of $c^*$ is shown in Figure 2.2 where (2.39) and (2.41) are plotted versus $\bar{x}/\bar{x}$. Case a is for $\sigma_u^2/\bar{u}^2 = 0$, and case b is for $\sigma_u^2/\bar{u}^2 = 0.3$. It is evident that even for modest values of $\sigma_u/\bar{u}$ significant retardation of the maximum concentration relative to the mean fluid velocity would occur. In addition the maximum concentration is attenuated by the factor $1/\sqrt{B}$. The significance of nonuniform flow to the dispersion process can be observed by writing $D^*$ in terms of the rate of growth of the dispersed zone

$$\sigma_x/\bar{x} = \sqrt{2(\alpha/\bar{x})B}$$  \hspace{1cm} (2.43)

where $\sigma_x$ is normalized by $\bar{x}$ to conform to (2.39). If the width of the plume is defined as $2\sigma_x/\bar{x}$, then the impact of $\sigma_u^2/\bar{u}^2$ on the dispersion process is

Case a: $2\sigma_x/\bar{x} = 0.4$

Case b: $2\sigma_x/\bar{x} = 0.44$

or a 10% increase in the normalized width of the plume. The net result is that convection and dispersion are affected by $u'(x)$ in an inverse manner, with a smaller displacement of $c^*$ corresponding to a wider dispersed zone when $\sigma_u/\bar{u}$ is increased.
Figure 2.2. The spatial distribution of concentration $c^*$ versus the normalized spatial coordinate $x/\bar{x}$. Case a is for $\sigma_u^2/\bar{u}^2 = 0.0$, and case b is for $\sigma_u^2/\bar{u}^2 = 0.3$. The dashed lines in case b are $\pm \sigma_{c^*}$ given by (2.41).
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For the case of a fixed location in space, say at an observation well, the time distribution of the solute becomes important. Here we use the transformation \( x = \tilde{u}t_0 \), where \( t_0 \) denotes the travel time to the well located at point \( x \). In this case the normalized concentration is

\[
c^* = \frac{c}{M} \left( \frac{4\pi \alpha\bar{x}}{B} \right)^{\frac{1}{2}} = \frac{1}{\sqrt{B}} \exp \left[ -\frac{1}{4B(\alpha/x)(t/t_0)} \left[ 1 + \frac{\sigma_u^2}{\bar{u}^2} \right]^2 \right]
\]  

(2.44)

where the parameter \( \alpha/x \) is a constant. The standard deviation of concentration in this case is written

\[
\sigma_{c^*} = \frac{\sigma_c}{M} \left( \frac{4\pi \alpha\bar{x}}{B} \right)^{\frac{1}{2}} = |g^{**}| \frac{\sigma_u}{\bar{u}} \frac{t}{t_0} \frac{\bar{x}}{x} \left[ \frac{1 + 2\alpha/x}{(1 + 2\alpha/x)^2} \right]^{\frac{1}{2}}
\]  

(2.45)

where

\[
g^{**} = \left| -\frac{3c^*}{\beta(t/t_0)} + \frac{\alpha}{x} \frac{t}{t_0} \frac{\sigma_{c^*}^2}{\beta(t/t_0)^2} \right|
\]  

(2.46)

Figure 2.3 illustrates \( c^* \) versus \( t/t_0 \) when \( \sigma_u^2/\bar{u}^2 = 0 \) and 0.3. Case b demonstrates the increased travel time that arises when there is nonuniform flow. Thus we can expect the time breakthrough at \( c_{\text{max}}^* \) to be significantly later \( (t/t_0 = 1.43) \) in this case. The 'tailing' of the pulse for case b is much more dramatic than case a, indicating an even larger retardation for the 75%-95% concentration breakthrough to pass the observation point. This additional spreading is due entirely to the effect of nonuniform flow. The dashed lines again indicate \( \pm \sigma_{c^*} \) calculated from (2.45).

The significance of the dashed lines in Figures 2.2 and 2.3 becomes apparent if \( \sigma_{c^*} \) is thought of as a measure of uncertainty in \( c(x,t) \) produced by a nonuniform, heterogeneous flow field. It is worthwhile then
Figure 2.3. The temporal distribution of $c^*$ versus normalized time, $t/t_0$. Case a is for $\sigma_\mu^2/\bar{u}^2 = 0.3$, and case b is for $\sigma_\mu^2/\bar{u}^2 = 0.0$. The dashed lines in case b are $\pm \sigma_{c^*}$ given by (2.45).
to list the factors which influence $\sigma_{c^*}$:

1. $\sigma_{c^*}$ is strongly dependent on the mean concentration gradient and, to a lesser extent, the second derivative of $c^*$. That is, we can expect the solute fluctuations to be the greatest in regions where $\partial c^*/\partial x$ and/or $\partial^2 c^*/\partial x^2$ are large.

2. The correlation scale of the velocity variation is directly proportional to the magnitude of $\sigma_{c^*}$.

3. $\sigma_u/\bar{u}$, the coefficient of variation of the velocity is also directly proportional to $\sigma_{c^*}$.

4. The magnitude of the dispersivity $\alpha$ has a smaller impact on $\sigma_{c^*}$ than factors 1-3.

From a practical point of view it is of considerable interest to know whether the kind of phenomenon described by this theory actually occurs under natural conditions, and if so to what degree. There are several mechanisms which are known to produce retardation of a solute. For example the transport of adsorbing chemicals has been studied using one of several linear adsorption isotherms (Wierenga et al., 1975.; Van Genuchten and Wierenga, 1976). However in these cases a reduction in the convective velocity is accompanied by a reduction in the dispersion coefficient rather than an increase, since the velocity element of the dispersion term is reduced as well. It has been suggested (Schwartz, 1975) that the convection velocity may be reduced as the flow paths of ions become more irregular (i.e. the paths get longer), and/or the solute is trapped in 'dead end' pores. However a theory describing a reduced convective velocity along with an increase in the dispersion coefficient for a longitudinally heterogeneous flow field has apparently not been demonstrated previously.
The average particle velocity is identical to the form of the convective velocity $u^*$ in (2.36), thus providing an alternative argument for the retardation effect. The corresponding increase in dispersion observed in the stochastic nonuniform flow model can best be explained by comparison with a more traditional nonuniform flow field, a sinusoidal velocity field. Gelhar and Collins (1971) have given a solution for dispersive transport in an oscillating flow field with $u(x)$ given by

$$u = \bar{u}/(1+\beta \sin kS), \quad |\beta|<1$$

$$kS = 2n\pi, \quad n = 1,2,\ldots.$$  

where $\beta$ is a constant parameter controlling the amplitude of the oscillation. Their results show that an oscillatory flow produces additional dispersion over the uniform flow case, that is dependent on the amplitude of the oscillation but not on the wavelength. Table 2.1 illustrates the influence of flow nonuniformity on dispersion using $\sigma_x$, the rate of growth of the dispersed zone.

In terms of actual field experiments the results shown here have apparently not been observed. However, this may be due to the fact that the solute itself is generally used to calculate the velocity and thus the effects presented here would be lost. A recent paper by Smith and Schwartz (1980) does suggest this kind of mechanism in the context of a two dimensional Monte Carlo experiment. Their analysis points out that as the heterogeneity of the medium is increased ($\sigma_{\log K}$ increases) the mean travel time of the particles ($t_{50}$) increases, or in other words the mean convective velocity decreases. In addition an increase in $\sigma_{\log K}$ produces a corresponding increase in the width of the dispersed zone. Since the hydraulic conductivity is directly related to the velocity, it seems reasonable that the theory presented here applies to some of their results.
An alternate approach for describing the apparent decrease in convective velocity can be illustrated by a simple Lagrangian experiment. Consider a column of porous material with stratification in a plane normal to the mean flow direction. The stratifications are constructed in such a way that the fluid velocity will vary along the length of the column as

\[ u(x) = \bar{u} + u'(x) \]

where \( \bar{u} \) is the average fluid velocity for the entire column, and \( u'(x) \) is a random process with mean, \( E(u') = 0 \), and variance, \( \sigma_u^2 \). If a series of particles are introduced at \( x = 0 \) and allowed to travel a fixed distance \( \bar{x} \), the expected value of the travel time \( \bar{t} \) for the particles is given by

\[ E(t) = \bar{t} = E \left( \frac{\bar{x}}{u(x)} \right) = E \left( \frac{\bar{x}}{\bar{u} + u'(x)} \right) \]

which can be expressed as

\[ \bar{t} = E \left( \frac{\bar{x}}{\bar{u}} \left( 1 - \frac{u'}{\bar{u}} + \frac{u'^2}{\bar{u}^2} - \ldots \right) \right) \]

Taking the expected value inside the brackets, the mean travel time for particles to move the distance \( \bar{x} \) is approximately

\[ \bar{t} = \frac{\bar{x}}{\bar{u}} \left( 1 + \frac{\sigma_u^2}{\bar{u}^2} - \ldots \right) \]

By the same token the average particle velocity can be determined from

\[ \frac{\bar{x}}{\bar{t}} = \frac{1}{E \left( \frac{1}{u(x)} \right)} \approx \left( 1 + \frac{\bar{u}}{\bar{u}^2} - \ldots \right)^{-1} \bar{u} \left[ 1 - \frac{\sigma_u^2}{\bar{u}^2} \right] \]

as long as \( \sigma_u^2/\bar{u}^2 < 1 \). This result indicates that the harmonic mean is the appropriate way of averaging velocities along a streamline.
<table>
<thead>
<tr>
<th>Flow Field</th>
<th>( u(x) )</th>
<th>( \sigma_x^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>uniform</td>
<td>( \bar{u} )</td>
<td>( 2a\bar{u}t )</td>
</tr>
<tr>
<td>sinusoidal</td>
<td>( \bar{u}/(1+B \sin ks) )</td>
<td>( 2a\bar{u}tA ); ( A = (1+B^2/2) )</td>
</tr>
<tr>
<td>stochastic</td>
<td>( \bar{u} + u'(x) )</td>
<td>( 2a\bar{u}tB ); ( B = 1+\sigma_u^2/\bar{u}^2\left(\frac{1}{1+\alpha/\bar{u}X}\right)^2 )</td>
</tr>
</tbody>
</table>

Table 2.1. The effect of the velocity field on \( \sigma_x^2 \).

Finally it should be pointed out that the spectral procedure developed in this chapter will only apply for small perturbations of the velocity field. It is expected that \( \sigma_u^2/\bar{u}^2 < 0.5 \) might be a reasonable maximum. It is clear that values greater than 1.0 will produce negative convective velocities which would of course be unreasonable. As was mentioned earlier in the introduction to this chapter, the spectral solution will only be valid at a considerable distance downstream from the source.
3. APPLICATION AND INTERPRETATION OF FIELD DATA

Introduction

In order to demonstrate how spectral methods can be applied to field problems of mass transport, several examples have been taken from the literature. Although a great deal of research effort has been directed towards understanding mass transport in ground water, there are still relatively few studies with large enough record lengths to apply the spectral procedure. A data set with one hundred samples is probably the minimum length to produce a good spectral estimator. However this will ultimately depend on the correlation scale and variance of the series. Some of the data sets to be examined here would be considered too short by the one hundred sample criterion just mentioned. However, the data sets were chosen to demonstrate the utility of the spectral method to a wide range of mass transport problems, rather than as detailed case studies.

Transport of salts in an irrigated watershed: Rio Grande Valley, New Mexico (a linear reservoir application)

The ground water below irrigated agriculture receives considerable quantities of soluble salts which originate for the most part from irrigation water, but also from the natural geochemistry of the regional groundwater system. In arid regions excess irrigation water is applied over and above the crop requirements to prevent accumulation of precipitated salts in the soil zone. With regard to the groundwater reservoir, the contamination is considered a distributed or areal source of pollution. The leaching process, although necessary for
productive agriculture, has a significant impact on downstream users, since much of the excess salt reappears in drains or rivers as 'irrigation return flow.' As a typical example, the seasonal application of one meter of irrigation water with a total dissolved solids concentration of 500 mg/l would supply 5000 Kg of salt for each hectare under irrigation. It is easy to understand why it is necessary to leach this salt below the roots. The central dilemma to management of these watersheds is striking a balance between maintenance of a suitable environment for crop growth, while exporting the minimum amount of salt to downstream users.

In order to be able to predict how farm management and irrigation practices might affect the quality of irrigation return flow, it is first necessary to have a model of the hydraulics and solute behavior for the system. The most elementary model which can be applied to a distributed source of contamination is the linear reservoir model. A comprehensive study on the validity and application of this model for non-point sources of contamination is given by McLin (1981). In this study he has shown, by comparison with spatially distributed models, that the 'well-mixed' assumption of the linear reservoir will provide a good approximation for modeling input-output behavior as long as the longitudinal extent of the aquifer is large compared to the saturated thickness. The study also included two applications of the method to large irrigated basins in the Western United States.

In the present application we are interested in the interpretation of time series of soluble salts in a small irrigated watershed. The field site is located in the Middle Rio Grande region of New Mexico, near the village of San Acacia. The geology of the Rio Grande valley
can be described as a down-faulted structure filled with alluvial sediments. Agriculture takes place on the alluvial soils adjacent to the river, which is the main source of irrigation water. The aquifer at the field site is composed of Quaternary alluvial deposits (0-20 meters of sands, gravels with some clay lenses or thin beds), overlain by a thin layer of soil (~1.5 meters, typically consisting of clay loam-loam-sand). Figure 3.1 illustrates a plan view of the watershed, which occupies a 20.2 hectare area. A good deal of hydrologic information is available at this site, since it has been the object of a long term study on the impact of agriculture on irrigation return flow (EPA Grant No. R-806092, New Mexico State Environmental Improvement Div. No. 66/665.52/04). Wierenga et al. (1979) have described the nature of the groundwater flow and chemical quality at the field site. Gelhar et al. (1980) have demonstrated several modeling applications at the site, including a deterministic model of chloride ion using the Linear Reservoir, and a stochastic model characterizing the hydraulics of irrigation and drainage at the site. Recently Simonett (1981) in a M.S. thesis at NMIMT examined a multi-celled linear reservoir model for the purpose of including the influence of flow and chemical quality of the regional groundwater system.

The result of these studies indicate a highly transient groundwater flow system, with the hydraulic response time $T_h$, on the order of 5-7 days. The hydraulic response time $T_h$ indicates the average time for the groundwater level to decay to the $e^{-1}$ level after a recharge event. The small value of $T_h$ for this system is the result of permeable alluvial soils, and a shallow depth to the groundwater table (<2 meters). The solute response time or residence time for this system is
Figure 3.1. Irrigated watershed at San Acacia, New Mexico showing the effective drainage area of the middle drain (20.2 hectares).
apparently much larger, with $T_c$ on the order of 2 years or greater (Simonette, 1981). The combination of large residence times with small hydraulic response times, produces some interesting behavior in the time variability of the total mass of salts in the drain. Even though the concentration of total dissolved solids (TDS) was found to remain fairly constant over the irrigation season, the highly transient nature of the flow system produces large changes in the mass flux of TDS. This points out distinctly, that for well-mixed systems, the total mass flux of salts is the important parameter for modeling the salt load in irrigation return flows.

The objectives of this application are: (1) to demonstrate the mass flux approach to well-mixed groundwater reservoirs, (2) to illustrate an application of the stochastic time series method by evaluating the frequency characteristics of the system and (3) to determine the appropriate parameters of the groundwater reservoir from (2).

The equation describing a linear reservoir for a particular solute was previously given by (1.27). In the development of (1.27) we were concerned with the time variations of the solute in a steady-state flow system. In the present situation, groundwater recharge or deep percolation is considered to be highly variable, and the steady flow assumption is not suitable. Thus a modification of the equation is necessary. The mass flux form of the linear reservoir equation is written

$$\frac{dM}{dt} = m_i - m_o + m_r$$  \hspace{1cm} (3.1)

where $M$, as given in Chapter 1, is the total mass of salts in the aquifer, $m_i$ is the applied irrigation water mass flux, $m_o$ is the output
or drain mass flux, \( m_r \), is the mass flux contribution from the regional groundwater system. Recall now that the drainflow \( q \) is linearly related to the average head in the aquifer by the expression

\[
q = a(h - h_0)
\]  

(3.2)

where \( a \) is the outflow coefficient and \( h_0 \) is the drain coefficient.

Writing (3.2) in terms of a mass flux of solute \( c \) we get

\[
m_o = qc = a h c - a h_0 c
\]

(3.3)

Rearranging (3.3) in terms of the total mass of salts in the aquifer produces

\[
M(t) = n hc = T_m m_o + nh_0 c
\]

(3.4)

where \( T_m = n/a \) is the response time for the mass flux of solute \( c \). It should be pointed out that the hydraulic response time \( T_h = S/a \) (\( S = \) specific yield) governing the linear reservoir flow model is quite similar to \( T_m \). The difference between \( T_m \) and \( T_h \) stems from the difference between the effective porosity \( n \) and the specific yield, \( S \). In many situations this difference will be considerable. Substituting (3.4) into equation (3.3) yields

\[
\frac{dM}{dt} = T_m \frac{dm_o}{dt} + nh_0 \frac{dc}{dt} = m_i - m_o + m_r
\]

(3.5)

the mass balance for total dissolved solids (TDS) in the system. Figure 3.2 illustrates the mass flux version of the linear reservoir model.

Having modified the linear reservoir theory to a mass flux form we can proceed with the data analysis. The mass flux for the output series \( m_o = q \cdot c \) was calculated by multiplying the average daily drainflow per unit of irrigated area by the TDS concentration \( c(t) \). Drainflow is continuously recorded at the site. Electrical conductivity (EC) was used as a measure of total dissolved solids (TDS). Water quality
Figure 3.2. Linear reservoir model for mass flux at the San Acacia site.
samples were taken on a monthly basis and analyzed for major ions, pH and EC (see Wierenga et al., 1979, 1981). The relationship between TDS and EC was established by performing linear regression on 104 drain samples taken from four locations in the vicinity of San Acacia during the period, April 1977-March 1979. The regression equation was found to be

\[
\text{Drain: } \text{TDS (mg/l)} = 660.6 \cdot \text{EC (mmhos/cm)} + 74.8
\]

with a correlation coefficient of \( r = 0.97 \). The same procedure was performed for the irrigation diversion water, with the following results

\[
\text{Diversion: } \text{TDS (mg/l)} = 752.3 \cdot \text{EC (mmhos/cm)} - 18.49
\]

The correlation coefficient was found to be \( r = 0.96 \).

To determine the time variability of EC, closely spaced samples in time were taken at several periods during the irrigation season. It was found that the groundwater component of the drain concentration showed very little time variability, except during the initial stages of an irrigation when some dilution would occur. The dilution was primarily due to direct runoff (or 'tailwater') into the drain, as well as a contribution from ponded water which accumulated adjacent to the drain. Figure 3.3 illustrates an eight day period where EC and q were measured at two-hour intervals. During the initial stages of the irrigation, direct runoff from the field was logged by the field technician at one location on the south side of the drain. This direct runoff is shown in Figure 3.3. Since the EC concentration of the irrigation water is on the order of 1.0 (mmhos/cm), this produced a maximum dilution in the drain of 1.5 (mmhos/cm). As more land became irrigated, ponded conditions were observed at several locations.
Figure 3.3. Electrical conductivity (m mhos/cm) and discharge (l/sec) at the outflow drain, demonstrating the various contributions to salinity and flow before-during-and after an irrigation.
adjacent to the drain. The ponded water infiltrates quickly and mixes with the groundwater close to the drain, producing an EC concentration of about 2.1 (mmhos/cm). It was determined from experiments of this sort, that overall, the groundwater contribution to drainflow TDS was reasonably constant on a daily basis, and thus weekly samples of EC were found to be suitable to describe the groundwater TDS concentration. The daily TDS concentration was determined by interpolation. The mass flux for the input series \( m_i = q_i c_i \) was calculated by multiplying the average daily diversion volume per unit area by the TDS concentration of the diversion, the same as for \( m_0(t) \). It is significant in this case that nearly all the time variability in the mass flux quantities is produced by the transient nature of the flow system itself, and not the TDS concentration. From the linear reservoir theory it can also be demonstrated that during one irrigation season the outflow solute concentration will change very little, since the residence time \( T_c \) in this system is expected to be on the order of years.

Making use of the fact that TDS should not vary appreciably over one irrigation season we can simplify (3.5) by setting \( dc/dt \approx 0 \). Following the procedure of Chapter 1, the perturbation form of (3.5) is given by

\[
T m \frac{d}{dt} (\bar{m}_0 + m'_0) = \bar{m}_i + m'_i - \bar{m}_o + m'_o + \bar{m}_r \tag{3.6}
\]

where the regional aquifer mass flux \( m_r = q_r c_r \) is taken to be constant over the period of interest. Equation (3.6) can then be separated into a steady-state or expected value contribution

\[
\bar{m}_0 = E(m_0) = E(m_i) + E(m_r)
\]

\[
= \bar{m}_i + \bar{m}_r \tag{3.7}
\]
and a time variable process given by

$$T_m \frac{dm'_0}{dt} + m'_0 = m'_i.$$  

(3.8)

Notice that (3.8) does not depend on the regional mass flux into the irrigation system, since $E(m'_r(t)) = 0$. The perturbation equation for mass flux (3.8) has the same form as the solute equation (1.27), except that the $T_m$ replaces the solute response time $T_c$. The transfer function, phase and variance results are respectively

$$\frac{\phi_{m_0m_0}(\omega)}{\phi_{m_im_i}(\omega)} = \frac{1}{1 + \omega^2 T_m^2}$$

(3.9)

$$\theta(\omega) = -\tan^{-1}(\omega T_m)$$

(3.10)

and

$$\frac{\sigma^2_{m_0}}{\sigma^2_{m_i}} = \frac{1}{1 + \frac{T_m}{\lambda_m}}$$

(3.11)

where $\lambda_m$ is the correlation time scale of the input process $m_i(t)$.

In Figure 3.4 is plotted the estimated daily time series of mass flux $m_0$ (Kg/ha/day) and TDS concentrations $c$ (g/l) at the outflow drain for the 1978 irrigation season (214 days). Figure 3.5 illustrates the applied irrigation mass flux (Kg/ha/day) for the same period. The mean ($\mu$) and variance ($\sigma^2$) for each series is also given.

Estimation of the spectra and phase for the bivariate stochastic processes $m_i(t)$ and $m_0(t)$ was accomplished using the Timan Spectral and Cross-spectral analysis program developed at New Mexico Institute of Mining and Technology for a Dec, 20 computer. The estimated spectra for $m_i(t)$ and $m_0(t)$ are shown in Figures 3.6 and 3.7. The
Figure 3.4. The outflow drain mass flux and total dissolved solids concentration for 15 March-15 October, 1978.
Figure 3.5. Applied irrigation mass flux for 15 March-15 October, 1978. The irrigations are numbered.
Figure 3.6. Input spectrum for mass flux $\phi_{m_1 m_1}(f)$ versus ordinary frequency $f$. 
Figure 3.7. Output spectrum for mass flux $\dot{m}_0(m_f)$ versus ordinary frequency $f$. 
natural log of the spectrum is plotted versus ordinary frequency \( f \) (cycles/day) in order to produce a constant confidence interval for each spectral estimate. Details of the confidence interval calculation are found in Jenkins and Watts (p. 254). The input spectrum is remarkably flat, and is not significantly different from a 'white noise' signal (independent events). The filtering characteristics of the groundwater system on the input \( m_i(t) \) is evident from the spectrum for \( m_0(t) \). Notice a gradual decrease in the estimated output spectrum at higher frequencies. This is to be expected for 'low pass' filters, where higher frequency variations tend to be attenuated while low frequency variations tend to pass through the system unaltered. 

To demonstrate the use of the spectral approach for estimating the system parameters, a curve matching procedure was performed using the estimated and theoretical transfer function and phase. The result of the curve matching procedure are shown in Figures 3.8 and 3.9, with the best fit (by eye) determined to be \( T_m = 5.5 \) days. Confidence intervals on both the transfer function and the phase are also given. For some estimates the confidence interval could not be determined due to lack of correlation between input and output at these frequencies. For details of these calculations see Jenkins and Watts (1968, p. 434).

The estimated transfer function behaves quite similar to the theoretical result except in the high frequency range. This points out why a curve matching procedure was used here, as opposed to a least squares fitting technique. Since CI's are wide or nonexistent for the high frequency spectral estimates, more weight was given to the lower frequency range, where the confidence interval is tighter. The phase estimates are reasonably close to the theoretical curve in the range
Figure 3.8. The theoretical and estimated transfer function versus frequency. The response time was estimated to be 5.5 days.
3.9. The theoretical and estimated phase spectra versus frequency.
The response time was estimated to be 5.5 days.
0 < \omega T_m < 7.0, however much larger departures from the theory appear again in the high frequency range \omega T_m > 7.0. In each case the high frequency estimates provide no information, and appear to be noise, unexplainable by the kind of model assumed here. In terms of the field site, 'tailwater' and ponded conditions are often observed in the vicinity of the outflow drain. This ponded condition would be expected to contribute to the early stages of drainflow, and thus might explain the high frequency behavior. However, a more complicated model and much more detailed temporal data would be necessary to examine this condition.

It is also of interest to examine the estimated and theoretical input-output variance ratio. The estimated variances for input and output are shown in Figures 3.4 and 3.5. The theoretical variance ratio plotted against \frac{T_m}{\lambda_m} is shown in Figure 3.10, along with the field estimates. Using T_m = 5.5 days the correlation time scale of the input series was found to be ~0.5 days. Although this value is likely not accurate for the daily data given here, it does point out that very little (if any) autocorrelation exists in this input series.

To summarize, the spectral technique was applied to a 'well-mixed' groundwater reservoir subject to transient changes in groundwater flow and the mass flow of salts. It was demonstrated that the mass flux approach is the only suitable means for describing the input/output salt load in highly transient groundwater flow situations. Using the stochastic time series method it was possible to determine the response time parameter T_m for the mass flux of dissolved salts at this site. Once the response time parameters is known, any time domain solution can be constructed simply by returning to the convolution equation and specifying the input and initial condition. The spectral analysis
Figure 3.10. The output/input variance ratio versus $T / \lambda_m$. The variance ratio from the field data is also shown.
\[ \frac{\sigma_{m_0}^2}{\sigma_{m_1}^2} = 0.077 \]

\[ T_m = 5.5 \text{ days} \]

\[ \lambda_m < 1 \text{ day} \]
procedure provides an additional tool for analyzing the impact of non-point sources of salinity in agricultural watersheds.

The influence of river salinity on the quality of municipal wells: Strasbourg, France (a convective transport application)

An illustration of industrial contamination of a river in an alluvial valley and the resulting influence on nearby groundwater supplies is presented here and analyzed with the spectral theory for convective transport previously developed. Application of the theory for a pumping well adjacent to the contaminated river is shown to provide a reasonable explanation for the variable concentration of chloride ion in the well. The procedure demonstrates that both the transfer function and the phase are necessary to fully evaluate the frequency behavior of the system. The geometry of the stream-aquifer system is shown in Figure 1.4.

Contamination of the Rhine River between France and Germany and the hydraulically connected alluvial aquifer of the Rhine valley, has been the subject of intense study for some time, because of its importance as a source of municipal and industrial water supply (Brunotte et al. 1970). Since 1945 a considerable increase in the sodium chloride concentration of the groundwater has been observed. This increase is due in part or in whole to the accumulation of potash mine spoils in the region. There are apparently two mechanisms for salt contamination of groundwater. An intense local pollution has occurred directly under the mining spoils themselves from infiltration of dissolved NaCl. In addition surface runoff gradually drains the saline effluent into the Rhine River, which subsequently affects the salinity of the Rhine's
alluvial aquifer through streambed infiltration. This application is primarily concerned with evaluating the influence of river quality on adjacent municipal well water supplies, using the stochastic theory previously developed.

The impact of the river salinity on the aquifer can readily be observed in Figure 3.11, where the monthly chloride concentration for a municipal well and the Rhine River at Strasbourg, France are shown. The data were taken from a report by the Institut de Mechanique des Fluides, Universite Louis Pasteur, de Strasbourg (1977). The chloride time series at the well, which is located some 450 meters from the river, appears to be a smoothed and lagged version of the river series. Spectral analysis was performed on the data, with the results shown in Figures 3.12 and 3.13. The estimated 95 percent confidence interval is also shown. The transfer function and phase were estimated from the data and are given in Figures 3.14 and 3.15. The parameter $T_0$ was determined by visually matching the estimated transfer function and phase to the theoretical curves, while also attempting to contain the theoretical results within the estimated 95 percent confidence interval. This could only be accomplished for $T_0 \approx 6$ months. The estimated transfer function in this case is consistently higher than the theoretical result, although it is still within the confidence interval. The phase estimates compare extremely well with the theoretical result over the entire frequency range. It is likely that the transfer function result is due to a failure of the model to precisely represent the field situation in this case. It is known for example that the Rhine River is naturally effluent, or it loses its flow to the alluvial aquifer, in this region. Depending on the magnitude of the river loss, this could produce a more complicated
Figure 3.11. Monthly time series of chloride ion for a municipal well and the Rhine River at Strasbourg, France. The record is for January, 1972 through December, 1976.
Figure 3.12. The estimated spectrum for the Rhine River monthly chloride time series, with the 95 percent confidence interval.
Figure 3.13. The estimated spectrum for well No. 6 with the 95 percent confidence interval.
Figure 3.14. The theoretical and estimated transfer function for the Rhine River-aquifer problem.
\[ \frac{\phi_{c\omega\omega}(0)}{\phi_{c_i c_i}(0)} \]

--- 95% C.I.

\[ T_0 = 6 \text{ months} \]
Figure 3.15. The theoretical and estimated phase for the Rhine River-aquifer problem.
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potential flow field than has been assumed here. In fact by superimposing a uniform flow field with a curvilinear field, it is quite possible that the transfer function would display less amplitude filtering depending on the magnitude of uniform flow component (recall that uniform flow produces no amplitude filtering of the transfer function).

Recalling that the minimum travel time to the pumping well is given by \( \tau_w = T_0/3 \), and using \( T_0 = 6 \) months, we find that the first arrival of solute should occur in approximately 2.0 months. Since the phase describes the lead or lag between the input and output, we can make use of this fact to examine the average time lag for solutes to move from the river to the well as a function of frequency. In other words, does the period of the input variation have any significance on the travel time? The average time lag can be defined as (Kisiel, 1969)

\[
T_L = \frac{\theta(\omega)}{\omega} = \frac{\theta(f)}{2\pi f}
\]

where \( f \) is ordinary frequency in cycles/month. For \( T_0 = 6 \) the theoretical and experimental results are shown in Figure 3.16. It is interesting that for almost the entire range of frequencies encountered, the average time lag remains near two months, or the frequency of chloride concentration in the river does not seriously affect the average time of travel to the well.

This application of convective transport in a curvilinear flow system demonstrates the spectral input-output theory from a relatively short data base (60 samples). It is encouraging that even series of this length can be diagnostic of mass transport in specific groundwater
Figure 3.16. The theoretical and estimated average travel time as a function of the frequency.
flow systems. The method might also be used to estimate the hydraulic parameters of the system. $T_0$ was previously show to be

$$T_0 = \frac{n L^2}{Q/2\pi h_0}$$ \hspace{1cm} \text{(1.66)}

or in terms of the effective porosity

$$n = T_0 Q/2\pi h_0 L^2.$$ 

The transmissivity is approximately given by (Kirham and Affleck, 1977)

$$T = K h_0 = \frac{Q}{2\pi (h_o - h_w)} \ln(2L/r_{well}).$$

These expressions provide a means of estimating the transmissivity or the porosity if the average drawdown $h_o - h_w$, the average well discharge $Q$ and the distance to the well $L$ are known. In this application $T$ and $n$ could not be determined since not all of these parameters were available.

Transport of environmental isotopes in a karst region of Rawil, Switzerland (a convection-dispersion application)

The use of environmental isotopes as natural tracers has been shown to be of considerable value to regional and local aquifer analysis (IAEA, 1967). The areas of hydrologic investigation facilitated by isotope methods include recharge estimation, groundwater velocities, and the interrelation between surface and groundwater, to name a few. Atmospheric tritium occurring both naturally and as a result of thermo-nuclear testing, displays large temporal variations which can provide a hydrologic marker for groundwater studies.

An isotope study in a karst region of the high Alps in southwestern Switzerland (U. Schotterer et al., 1980) was carried out during the
period 1973-1978. The study area was situated in a karstic-limestone formation at an altitude of 1200 to 3250 meters above sea level. According to Schotterer et al., the karst water circulation in this region is controlled primarily by synclines and secondarily by faulting. The circulation of water in karst systems can be characterized as occurring in fractured rock, in intergranular material, in dissolution features, or in some combination of these three. However, the authors did not explicitly differentiate between these flow mechanisms, instead they referred to a 'fast' response and a 'slow' response system.

Data from several springs were used in this report. Only one, the Siebenbrunnen Spring, had a long enough data record to apply the time series method. The recharge area for this spring is located a distance of ~4.13 km from the outlet. Precipitation and discharge measurements were taken continuously during the study, with tritium samples for each taken on a monthly and, in some cases, weekly basis. The tritium in precipitation was also measured at several sites, and the volume-weighted tritium input concentration was constructed. The monthly averaged tritium data taken from the report are shown in Figure 3.17.

In the present research we are concerned with the time variability of tritium in the input (precipitation and recharge), and in the output (spring), and whether it is possible to discern some elements of the convective-dispersive transport mechanisms from the frequency response characteristics of the system. Estimation of the average travel-time, the velocity and the magnitude of the karst reservoir volume are also of interest.

Spectral analysis was performed on the $^3$H time series in precipitation and springflow given in Figure 3.17, with the resulting spectral
Figure 3.17. A. Tritium input concentration constructed by averaging several stations in the intake area of the karst region. B. Tritium in the Siebebrunnen spring constructed using a flow weighted monthly average.
A. Tritium Units

- $\mu = 150.0$ T.U.
- $\sigma^2 = 15,394$

B. Tritium Units

- $\mu = 135.5$
- $\sigma^2 = 587.3$
estimates shown in Figures 3.18 and 3.19. It is significant that the spectral estimates of springflow $^3$H have a ten-fold reduction in variation in the low frequency range, when compared with the input spectrum. Since the flow-through time in the primary karst system is known to be relatively fast (1 to 3 months), the large degree of amplitude attenuation could not be attributed simply to radioactive decay ($K = 0.0565 \text{ years}^{-1}$ for $^3$H). Referring back to the report by Schotterer et al., they had determined that $^3$H in the recharge water was mixing with 'older' water which was low in tritium. Their analysis concluded that the primary karst system was being diluted with low tritium inflows derived from another, and much more extensive groundwater system. At this point it was necessary to alter the convection-dispersion model developed previously to account for this lateral inflow of $^3$H. The equation for convective-dispersive transport which includes lateral inflows can be written

$$\frac{\partial c}{\partial t} + u \frac{\partial c}{\partial x} = D \frac{\partial^2 c}{\partial x^2} + \frac{Q_l}{\Psi} (c_L - c) - Kc$$

where $Q_L$ is the volumetric rate of lateral inflow to the primary karst system, $c_L$ is the lateral inflow concentration, $\Psi$ is the total volume of the primary system, and $K$ is the coefficient of radioactive decay for $^3$H. If we assume that $c_L$ is approximately constant or $c_L' = 0$, then the equation for the temporal fluctuation of tritium in this example is given by

$$\frac{\partial c'}{\partial t} + u \frac{\partial c'}{\partial x} = D \frac{\partial^2 c'}{\partial x^2} - Ke'$$

where

$$Ke = \left( \frac{Q_l}{\Psi} + K \right)$$
Figure 3.18. The estimated spectrum for the tritium input concentration ($^3$H-in tritium units) with the 95 percent confidence intervals indicated.
Figure 3.19. The estimated spectrum for the tritium concentration of springflow with the 95 percent confidence intervals indicated.
is the effective rate constant. The rate constant can be removed by the following transformation on $c'$

$$c' = \hat{c}' e^{-K_e t}$$

which produces

$$\frac{\partial \hat{c}'}{\partial t} + u \frac{\partial \hat{c}'}{\partial x} = D \frac{\partial^2 \hat{c}'}{\partial x^2}$$

In terms of the output spectrum the transformation is approximately given by (see Chapter 1)

$$\phi_{\hat{c}c} = \phi_{\hat{c}c} \exp(-2K_e \tau)$$

Thus, the exponential term above can simply be multiplied by the usual transfer function (Equation 1.82), thereby adjusting the output for steady, lateral inflow as well as radioactive decay.

The parameters of the convection-dispersion model were estimated by curve matching both the transfer function and the phase. Since the phase is unaltered by the rate constant $K_e$ (see Chapter 1), it was used initially to estimate the travel time $\tau$. Figure 3.20 illustrates the phase result for a range of values for $x/\alpha$. A value of $\tau = 2.2$ months was determined by curve matching the theoretical and estimated values in the low frequency range. The procedure indicated that the dispersion parameter $x/\alpha$ should be in the range of $10 < x/\alpha < 25$. The transfer function, also plotted for a range of $x/\alpha$, is shown in Figure 3.21, with $\tau$ again taken to be 2.2 months. In order to match the ordinate of the estimated transfer function to the theoretical version, (1.82) was multiplied by $\exp(-2K_e \tau) = 0.065$. This allowed the calculation of the parameter $K_e$, which includes the lateral inflow term $Q_L$, and the reservoir volume $V$. Solving for $K_e$ we get
Figure 3.20. The theoretical and estimated phase spectra for tritium transport in a karst region of Switzerland. The 75 percent confidence interval estimate is given, except where it could not be calculated.
Figure 3.21. The theoretical and estimated transfer functions for tritium transport in a karst region of Switzerland. The 75 percent confidence interval estimate is given, except where it could not be calculated.
\[ K_e = \ln\left(\frac{1}{0.065}\right)/2\tau = 0.621 \text{ month}^{-1} \]

Using this result to evaluate \( Q_L/\Psi \) gives

\[ Q_L/\Psi = K_e - K = 0.621 - 0.005 = 0.616 \text{ months}^{-1} \]

In the Schotterer et al. report, the characteristics of the spring discharge for the period October 1973-September 1977 were:

- Minimum - 0.01 m³/s
- Mean - 0.50 m³/s
- Maximum - 2.8 m³/s

From the spring discharge record given in their report (their Figure 3), it appears that winter baseflow is consistently in the range of the minimum, \( Q = 0.01 \text{ m}^3/\text{s} \). Making the assumption that the baseflow is a constant, and identical to the lateral inflow \( Q_L \), the volume of the primary karst reservoir is determined to be on the order of \( 4.21 \times 10^4 \text{ m}^3 \). The authors of the original report did not explicitly differentiate between the volume of the primary system, which carries the majority of the flow, and secondary system, which apparently contributes much less. Instead, they attempted to estimate the total volume of the karst reservoir, which they found to be \( 2.5 \times 10^7 \text{ m}^3 \). From the point of view of the time series approach presented here, it was not possible to determine the volume of the secondary system. The average velocity computed from the travel time estimate of \( \tau = 2.2 \text{ months} \), is on the order of 60 m/day, which would be much too high for an intergranular or small scale fractured flow system. It is likely that transport occurs predominately through dissolution features and larger scale fracturing.
The dispersion characteristics of the system can also be examined from the transfer function. The dispersive parameter \( x/\alpha \) ranges between 10 and 25, for most of the estimates of the transfer function. Based on both the transfer function and the phase, the estimated dispersivity range for this system is \( 165 < \alpha < 410 \) meters. The mean value for \( \alpha \) is in the neighborhood of \( \alpha = 250 \) m. It is expected that longer record lengths of the input-output time series, would improve the spectral estimates, and lead to a refinement in the parameter estimation.

The significant results of this analysis can be summarized as follows:

1. Relatively short time series (<100 data points) may still be useful for preliminary data analysis, and parameter estimation.

2. It is expected that small lateral inflows of constant tritium concentration may drastically attenuate time fluctuations in the primary flow system. This may have a significant impact on using tritium peaks as a time marker in groundwater studies.

3. The phase function is unaltered by radioactive decay or lateral inflow, provided that the inflows are steady and of constant concentration.

4. The time series approach produced estimates of the volume of the primary karst reservoir, the velocity, the travel time, and the dispersivity range of the system.
4. SUMMARY AND CONCLUSIONS

The primary purpose of this research has been the application of spectral analysis and stochastic differential equations to a variety of problems of solute transport in groundwater. In Chapter 1 the spectral analysis approach is used to develop a theory for analyzing continuous and stationary solute time series for three widely applied solute transport models. Chapter 2 deals with the theoretical aspects of convective-dispersive transport in a nonuniform, stochastic velocity field. The third chapter presents an application for each of the three time series models developed in Chapter 1. The following discussion on Time Series Analysis deals with Chapters 1 and 3, while the discussion on Spatial Variability deals with Chapter 2.

Time Series Analysis: First of all, it is necessary to make some general comments on the significance of the spectral analysis procedure presented in Chapter 1. The results of this section indicate that analytical solutions to a variety of solute transport models can be obtained using a first order perturbation procedure and the spectral representation theorem for stationary, stochastic variables. In addition, the spectral solutions are presented in terms of the frequency response function, which is identical to the form which results from traditional Fourier analysis of periodic or aperiodic functions. The complex frequency response contains information about the amplitude attenuation of the system (transfer function), as well as the phase lag (phase spectrum), between each frequency component in the input and output. It should be emphasized that, in order to completely specify the frequency characteristics of water quality
'signals,' both the transfer function and the phase should be determined. Determining one or the other, will only make use of one-half the available information. A natural result of the spectral analysis method is that the output/input variance ratio can be determined theoretically, a result which would be useful for predictive modeling applications. The spectral procedure also has the advantage that higher order probability moments (3rd, 4th, etc.), as well as the underlying joint probability density functions, do not have to be determined. Thus, the spectral analysis procedure for second order stationary time series is completely specified by the mean, variance and covariance.

The linear reservoir model provides us with the most elementary approach to modeling diffuse or nonpoint sources of contamination. Application of the linear reservoir model to the problem of total salt loading from irrigation return flow, indicates that the spectral analysis procedure can be a useful tool for interpreting the time variable behavior of salinity. The response time parameter \( T_m = 5.5 \) days determined for this example was found to be reasonable, considering the large degree of temporal variability encountered. It was demonstrated that for a highly transient and 'well-mixed' groundwater system, that the mass flux form of the transport equation is appropriate.

The theoretical development and application of the convective transport model in a curvilinear flow field, demonstrates a situation where an explicit analytical solution for the frequency response function could not be found. The transfer function and the phase
were each determined by numerical integration. The spectral procedure was used to calculate the minimum solute travel-time from the river to the well \((\tau = 2 \text{ months})\). The theoretical phase function provided a very close comparison with field results, while the theoretical transfer function considerably underestimated the field estimates. The difference in the transfer function results were explained as due to an over simplified flow field model, which did not take into account the natural seepage from the Rhine in that area. Expressions were given for computing the effective porosity and transmissivity, but these parameters could not be determined due to lack of information on field conditions at the site.

The theory for convective-dispersive transport in a uniform flow field was applied to environmental tritium isotopes in a karst region of Switzerland. The results of this application demonstrate the effect of steady, lateral inflows of solute to the primary flow system. Even small lateral inflows were shown to drastically attenuate temporal fluctuations, and thus the transfer function of \(^3\text{H}\) in the spring. The implication of this result is that even relatively large peaks in input \(^3\text{H}\) concentration may not be observed in the outflow from the system, if a significant lateral inflow of relatively constant concentration is present. It was shown however, that the phase lag is unaltered by this effect, and thus the phase interpretation takes on a greater significance. The travel-time, velocity, dispersivity and volume of the primary karst system were estimated for this application.

An important feature of the results of Chapters 1 and 2 is that different groundwater flow fields produce distinctive frequency response characteristics for solutes within these systems. This would
indicate that the spectral analysis procedure may have a diagnostic potential for helping to evaluate the flow system of a historical water quality 'signal.'

Spatial Variability: In Chapter 2 the effects of a stochastic, nonuniform flow on the depth-averaged equation of solute transport is examined. The velocity field is composed of a mean value and a perturbation caused by the longitudinal variability of aquifer characteristics. In mathematical terms this implies that the coefficients of the transport equation become stochastic processes in the direction of the mean flow. The effect of the stochastic component of the velocity field on the mean solute transport equation is examined by evaluating the additional convective and dispersive flux terms which arise from the perturbation procedure. The significance of a nonuniform velocity field on the average solute behavior can be summarized as follows:

1. An overall reduction in the mean convective velocity of a solute relative to the mean fluid velocity may result, when flow nonuniformity is significant. The degree of flow nonuniformity is measured by the coefficient of variation of the velocity $\sigma_u/\bar{u}$.

2. A corresponding increase in the effective dispersion coefficient is observed where $\sigma_u/\bar{u}$ is increased.

3. The reduction in convective velocity determined by the spectral theory is supported by an elementary Lagrangian calculation of the average travel-time and velocity of particles in a random medium. Both the spectral analysis and lagrangian approaches
indicate that the harmonic mean is the appropriate way to average the velocity along a streamline.

(4) An increase in the dispersion coefficient for stationary non-uniform flows is also shown to occur in a sinusoidally oscillating flow field.

(5) The stochastic theory provides a means of estimating the concentration variance for the mean transport process. The variance in concentration is primarily dependent on the mean gradient \( \frac{\partial C}{\partial x} \), but also on \( \frac{\partial^2 C}{\partial x^2} \).

(6) A pulse input solution to the mean solute transport equation demonstrates the retardation and attenuation mechanisms which come into play as \( \frac{\sigma_u}{\bar{u}} \) becomes significant. The solution for the spatial distribution of a solute at a fixed point in time clearly illustrates the magnitude of the reduced convective velocity and increased dispersion, even for modest values of \( \frac{\sigma_y}{\bar{u}} (=0.3) \). For a fixed location in space, say at an observation well, it was found that the shape of the solute pulse for nonuniform flow is significantly altered, when compared to the uniform flow case (\( \frac{\sigma_u}{\bar{u}} = 0 \)). This is especially true for the tail of the concentration breakthrough (when 75-95 percent of \( C^* \) has passed the observation well).

(7) Some of the features of this research were previously suggested by Smith and Schwartz (1980), from results on Monte Carlo experiments. However, field studies have not reported this kind of behavior. This may, however, be due
to the fact that field tests make use of the solute to compute the velocity, and thus the effect demonstrated here would be lost.

(8) Because of the non-Fickian behavior observed during the early stages of solute transport (i.e. Gelhar et al., 1979), it is felt that this theory is only applicable at large distances from the source. An exact value for this distance is not precisely known at present, but it is likely to be on the order of a few kilometers. This would indicate that environmental tracers would be the most suitable for applications.
5. RECOMMENDATION FOR FUTURE WORK

During the course of this research it became apparent that treating spatial and temporal variability as separate entities might not be entirely realistic. For example spatial variability of the medium properties will obviously produce temporal variations when the solute is observed at an observation well. Time variations in the source (input) of solute will also be observed at the observation point. To differentiate between these mechanisms, a preliminary study of a space and time spectral representation was made. Although this form of representation is not new (Lumley and Panofsky, 1964), solving differential equations where the variables remain stationary in space and in time proved to be a considerable problem. Although time did not permit a careful analysis of this problem during the course of this study, it is felt that future work in this area may be fruitful.
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APPENDICES
Evaluation of \( \sigma_c^2 \)

The steady-state solution to the zero-mean stochastic differential equation (2.21) is given by

\[
\phi_{cc}(k) = \phi_{uu}(k) \frac{g}{(\bar{u}^2 k^2 (1 + \alpha^2 k^2))}.
\]  

(2.27)

Integration of (2.27) produces the concentration variance of \( c' \)

\[
\sigma_c^2 = \int_{-\infty}^{\infty} \phi_{cc}(k) dk = \int_{-\infty}^{\infty} \frac{g^2 \phi_{uu}(k)}{\bar{u}^2 k^2 (1 + \alpha^2 k^2)} dk.
\]  

(2.28)

To remove the singularity at \( k=0 \) in (2.28) we assume a particular form for \( \phi_{uu}(k) \) after Bakyrb. et al. (1978)

\[
\phi_{uu}(k) = \frac{2}{\pi} \frac{\sigma_u^2 \kappa_x^3}{(1 + \kappa_x^2 k^2)^2}.
\]  

(2.29)

Substituting (2.29) into (2.28) yields

\[
\sigma_c^2 = \frac{2}{\pi} \int_{-\infty}^{\infty} \frac{\sigma_u^2 \kappa_x^3 g^2}{\bar{u}^2 (1 + \kappa_x^2 k^2)^2 (1 + \alpha^2 k^2)} dk.
\]  

(A.1)

which can be written as

\[
\sigma_c^2 = \frac{4g^2 \sigma_u^2 \alpha^3}{\pi \bar{u}^2 \kappa_x} \int_0^{\infty} \frac{d\nu}{(1 + \nu^2)(\alpha^2 + \kappa_x^2 + \nu^2)^2}.
\]  

(A.2)

where \( \nu = \alpha k \).
A standard integral from Gradshteyn and Ryzhik (eq. 3.223-1, p. 289), can be used to evaluate (A.2)

$$\int_{0}^{\infty} \frac{x^\mu-1}{(\beta+x)(\gamma+x)} \, dx = -\pi x^\mu \left[ \frac{\beta^\mu-1}{(\gamma-\beta)} - \frac{\gamma^\mu-1}{(\gamma-\beta)^2} \right] \csc (\mu \pi) . \tag{A.3}$$

Differentiating (A.3) with respect to \( \beta \) yields

$$\int_{0}^{\infty} \frac{x^\mu-1}{(\beta+x)^2(\gamma+1)} \, dx = -\pi \csc \mu \pi \left\{ \frac{(\gamma-\beta)(\mu-1)\beta^\mu-2 + (\beta^\mu-1 - \gamma^\mu-1)}{(\gamma-\beta)^2} \right\} . \tag{A.4}$$

By another change of variables \( u = v^2 \) (A.2) can now be expressed as

$$\sigma^2 = \frac{2}{\pi} \frac{\sigma_u^2}{\bar{u}^2} \frac{\alpha^3}{\bar{\lambda}_x} \, g^2 \int_{0}^{\infty} \frac{u^{-1}x}{(1+u)(\alpha^2 + u)^2} \, du . \tag{A.5}$$

The integral (A.4) is equivalent to (A.5) when \( \gamma = 1 \) and \( \beta = \alpha^2/\bar{\lambda}_x^2 \). Performing the integration produces the following variance expression

$$\sigma^2 = \frac{\sigma_u^2}{\bar{u}^2} \frac{g^2}{\bar{\lambda}_x} \left[ \frac{1 + 2\alpha/\bar{\lambda}_x}{(1 + \alpha/\bar{\lambda}_x)^2} \right] . \tag{2.31}$$

**Evaluation of \( u' \frac{\partial \bar{c}}{\partial \bar{x}} \):**

To evaluate this term in the mean equation (2.20) we first expand it into its derivatives

$$u' \frac{\partial \bar{c}}{\partial \bar{x}} = \frac{\partial}{\partial \bar{x}} u' c' - \frac{\partial}{\partial \bar{x}} \frac{\partial u}{\partial \bar{x}} . \tag{A.6}$$

The first term on the right hand side is represented as

$$u' c' = \int_{-\infty}^{\infty} \phi_{cu}(k) \, dk = g \int_{-\infty}^{\infty} \frac{\phi_{uu}(k)}{\bar{u}(\alpha k^2 + 1) k} \, dk . \tag{A.7}$$
\[
\int_{-\infty}^{\infty} \frac{(\alpha k^2 - ik) \phi_{uu}(k)}{(\alpha^2 k^4 + k^2)} \, dk \]

The form of \(\phi_{uu}(k)\) for this case is again given by (2.29), which upon substitution into (A.7) yields

\[
\overline{u^1 c^1} = \frac{4u \sigma^2}{\pi} \frac{\sigma^2 u}{\bar{u}^2} \frac{x^2}{\alpha^2} \int_{0}^{\infty} \frac{\nu^2}{(1 + \nu^2)^2 \left( \frac{x^2}{\alpha^2} + \nu^2 \right)} \, d\nu \tag{A.8}
\]

where \(\nu + \ell_x k\). We again use the standard integral given by (A.4) to arrive at the result

\[
\overline{u^1 c^1} = \alpha \bar{u} \frac{\sigma^2 u}{\bar{u}^2} \left[ \frac{1}{(1 + \alpha/\ell_x)} \right]^2 \tag{A.9}
\]

Taking the derivative with respect to \(x\) gives

\[
\frac{\partial}{\partial x} \overline{u^1 c^1} = -\alpha \bar{u} \frac{\sigma^2 c}{\bar{u}^2} \left[ \frac{1}{(1 + \alpha/\ell_x)} \right]^2 \tag{A.10}
\]

where \(g\) is approximated by

\[
g \approx -\alpha \bar{c}/\partial x \tag{A.11}
\]

The second term in (A.6) is evaluated in the same way

\[
\overline{c^1 \frac{\partial u^1}{\partial x}} = \int_{-\infty}^{\infty} \phi_{c\bar{u}}(k) \, dk = -\frac{g}{\bar{u}} \int_{-\infty}^{\infty} \frac{\phi_{uu}(k)(1 + \alpha ik)}{(1 + \alpha^2 k^2)} \, dk \tag{A.12}
\]

where \(\phi_{c\bar{u}}(k) dk = E(dZ_c \cdot (-ik) dZ_u \ast)\)

and \(dZ_c = dz_u \frac{g}{\bar{u}(\alpha k^2 + ik)}\).
Using the change of variable $v + x/k$ along with (2.29) produces

$$\overline{c_i \frac{\partial u_i^t}{\partial x}} = \frac{-2}{\pi} g \cdot u \cdot \frac{a^2}{u^2} \frac{k^2}{x^2} \int_{-\infty}^{\infty} \frac{v^2}{(1 + v^2)^2 \left( \frac{k^2}{x^2} + v^2 \right)} \, dv$$ \hspace{1cm} (A.13)

Again applying (A.4) the resulting form is

$$\overline{c_i \frac{\partial u_i^t}{\partial x}} = \overline{u \frac{\partial u}{\partial x}} \frac{\sigma_u^2}{u^2} \left[ \frac{1}{1 + \alpha^2/k^2} \right]^2.$$ \hspace{1cm} (A.14)

Thus $u_i \frac{\partial c_i}{\partial x}$ is given by

$$\overline{u \frac{\partial c_i}{\partial x}} = -D \frac{\sigma_c}{\sigma_u} \frac{\sigma_u^2}{u^2} \left[ \frac{1}{1 + \alpha^2/k^2} \right]^2 - \overline{u \frac{\partial u}{\partial x}} \frac{\sigma_u^2}{u^2} \left[ \frac{1}{1 + \alpha^2/k^2} \right]^2.$$ \hspace{1cm} (A.15)

Evaluation of $\alpha \overline{u \frac{\partial^2 c_i}{\partial x^2}}$:

The second term on the right hand side of (2.20) can be evaluated by expressing it in this form

$$\overline{\alpha u \frac{\partial^2 c_i}{\partial x^2}} = \alpha \int_{-\infty}^{\infty} \phi_u c(k) \, dk$$ \hspace{1cm} (A.16)

where

$$\phi_u c(k) \, dk = E(dZ_u \cdot (-ik)^2 dZ_c^*) = \frac{g(-ik)^2 \phi_u(k)}{\overline{u(ak^2-ik)}} \, dk$$

with

$$dZ_c^* = \frac{dZ_u^* g}{\overline{u(ak^2-ik)}}.$$ \hspace{1cm} (A.17)

Equation (A.16) can then be written as
\[ au' \frac{\partial^2 c'}{\partial x^2} = -ag \frac{\phi_{uu}(\alpha k^2 + ik)}{\bar{u}} \int_{-\infty}^{\infty} \frac{\phi_{uu}(\alpha k^2 + ik)}{(\alpha^2 k^2 + 1)} \, dk \quad (A.18) \]

If we again let \( \phi_{uu}(k) \) be given by 2.29) and using the same procedure as before, the integration produces

\[ au' \frac{\partial^2 c'}{\partial x^2} = \bar{u} \frac{\partial^2}{\partial x^2} \frac{\sigma^2}{\bar{u}} \left[ \frac{2\alpha/\lambda_x + \alpha^2/\lambda_x^2}{(1 + \alpha/\lambda_x)^2} \right] \quad (A.19) \]

The expressions (A.15) and (A.19) will combine to produce the right hand side of (2.20).
DATA AND RESULTS OF TIME SERIES ANALYSIS

A listing of the time series data, spectral estimates, transfer functions and phase functions are given in this appendix. Confidence intervals on the estimated spectra were calculated with the following expression taken from Jenkins and Watts (see p. 82)

$$\ln \hat{\phi}_{xx}(f) + \ln \frac{\nu}{\chi_\nu(1-\alpha/2)} , \ln \hat{\phi}_{xx}(f) + \ln \frac{\nu}{\chi_\nu(\alpha/2)}$$

where $\nu$ represents the degrees of freedom for a Hamming window, $(1 - \alpha)$ is the confidence level, and $\chi_\nu$ is the appropriate value of the Chi-squared distribution.

Confidence intervals on the transfer function and phase were determined by using the approximate expressions developed by Jenkins and Watts (p. 434). In order to determine these confidence intervals the square of the coherency function $K^2(f)$ must be estimated from the data. $K^2(f)$ is analogous to the square of the correlation coefficient from linear regression, except $K^2(f)$ applies to correlation between various frequency components of the input and output time series (see Jenkins and Watts for details).
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16.58</td>
<td>60.47</td>
<td>108.49</td>
<td>140.56</td>
<td>142.24</td>
<td>34.69</td>
</tr>
<tr>
<td>2</td>
<td>12.44</td>
<td>68.31</td>
<td>115.62</td>
<td>124.40</td>
<td>217.36</td>
<td>34.69</td>
</tr>
<tr>
<td>3</td>
<td>14.51</td>
<td>68.11</td>
<td>118.59</td>
<td>108.93</td>
<td>229.03</td>
<td>34.56</td>
</tr>
<tr>
<td>4</td>
<td>239.22</td>
<td>69.68</td>
<td>121.57</td>
<td>102.78</td>
<td>151.79</td>
<td>34.56</td>
</tr>
<tr>
<td>5</td>
<td>128.97</td>
<td>67.18</td>
<td>126.99</td>
<td>104.47</td>
<td>119.99</td>
<td>34.56</td>
</tr>
<tr>
<td>6</td>
<td>89.45</td>
<td>66.96</td>
<td>129.76</td>
<td>120.98</td>
<td>98.49</td>
<td>32.40</td>
</tr>
<tr>
<td>7</td>
<td>74.89</td>
<td>64.48</td>
<td>134.80</td>
<td>112.91</td>
<td>124.90</td>
<td>32.16</td>
</tr>
<tr>
<td>8</td>
<td>64.26</td>
<td>61.82</td>
<td>124.21</td>
<td>109.34</td>
<td>92.62</td>
<td>29.68</td>
</tr>
<tr>
<td>9</td>
<td>60.11</td>
<td>61.58</td>
<td>115.13</td>
<td>139.71</td>
<td>84.00</td>
<td>31.56</td>
</tr>
<tr>
<td>10</td>
<td>59.87</td>
<td>61.38</td>
<td>120.04</td>
<td>144.36</td>
<td>75.81</td>
<td>260.02</td>
</tr>
<tr>
<td>11</td>
<td>80.19</td>
<td>56.15</td>
<td>235.06</td>
<td>109.79</td>
<td>69.37</td>
<td>142.45</td>
</tr>
<tr>
<td>12</td>
<td>63.51</td>
<td>53.21</td>
<td>212.60</td>
<td>95.90</td>
<td>63.25</td>
<td>133.17</td>
</tr>
<tr>
<td>13</td>
<td>57.37</td>
<td>52.22</td>
<td>212.20</td>
<td>84.30</td>
<td>63.25</td>
<td>109.34</td>
</tr>
<tr>
<td>14</td>
<td>53.05</td>
<td>328.97</td>
<td>168.60</td>
<td>76.97</td>
<td>63.03</td>
<td>90.41</td>
</tr>
<tr>
<td>15</td>
<td>45.07</td>
<td>101.24</td>
<td>132.99</td>
<td>321.95</td>
<td>58.96</td>
<td>71.76</td>
</tr>
<tr>
<td>16</td>
<td>45.23</td>
<td>111.63</td>
<td>111.00</td>
<td>317.99</td>
<td>56.69</td>
<td>61.53</td>
</tr>
<tr>
<td>17</td>
<td>39.23</td>
<td>105.50</td>
<td>103.13</td>
<td>211.55</td>
<td>78.96</td>
<td>55.14</td>
</tr>
<tr>
<td>18</td>
<td>35.24</td>
<td>101.82</td>
<td>95.15</td>
<td>144.70</td>
<td>154.52</td>
<td>49.02</td>
</tr>
<tr>
<td>19</td>
<td>35.36</td>
<td>100.43</td>
<td>87.93</td>
<td>116.62</td>
<td>312.18</td>
<td>42.79</td>
</tr>
<tr>
<td>20</td>
<td>33.42</td>
<td>101.24</td>
<td>97.12</td>
<td>103.67</td>
<td>219.23</td>
<td>38.74</td>
</tr>
<tr>
<td>21</td>
<td>29.34</td>
<td>99.50</td>
<td>145.46</td>
<td>107.62</td>
<td>141.87</td>
<td>32.66</td>
</tr>
<tr>
<td>22</td>
<td>25.80</td>
<td>100.03</td>
<td>91.57</td>
<td>101.17</td>
<td>99.50</td>
<td>33.33</td>
</tr>
<tr>
<td>23</td>
<td>20.52</td>
<td>97.95</td>
<td>193.36</td>
<td>96.86</td>
<td>76.97</td>
<td>38.17</td>
</tr>
<tr>
<td>24</td>
<td>19.29</td>
<td>92.56</td>
<td>131.42</td>
<td>92.56</td>
<td>60.78</td>
<td>34.83</td>
</tr>
<tr>
<td>25</td>
<td>94.79</td>
<td>85.47</td>
<td>90.85</td>
<td>87.91</td>
<td>54.93</td>
<td>41.77</td>
</tr>
<tr>
<td>26</td>
<td>94.45</td>
<td>86.62</td>
<td>82.26</td>
<td>79.33</td>
<td>48.95</td>
<td>34.19</td>
</tr>
<tr>
<td>27</td>
<td>196.57</td>
<td>81.74</td>
<td>82.08</td>
<td>72.90</td>
<td>47.17</td>
<td>34.83</td>
</tr>
<tr>
<td>28</td>
<td>85.31</td>
<td>84.99</td>
<td>181.32</td>
<td>65.79</td>
<td>36.59</td>
<td>34.56</td>
</tr>
<tr>
<td>29</td>
<td>64.06</td>
<td>88.41</td>
<td>193.69</td>
<td>61.27</td>
<td>34.69</td>
<td>30.02</td>
</tr>
<tr>
<td>30</td>
<td>59.91</td>
<td>95.56</td>
<td>156.53</td>
<td>56.58</td>
<td>34.69</td>
<td>27.67</td>
</tr>
<tr>
<td>31</td>
<td>100.81</td>
<td>55.85</td>
<td>34.69</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table A2.1. The time series of the mass flux of total dissolved salts at San Acacia, New Mexico (q·c - Kg/ha/day) for the 1978 irrigation season.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td>1414.99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>1170.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>355.23</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td>459.09</td>
<td>1055.88</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td>148.90</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
<td>637.14</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td>487.55</td>
<td></td>
<td>55.34</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td></td>
<td>928.41</td>
<td>237.85</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td></td>
<td></td>
<td></td>
<td>1042.69</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td></td>
<td></td>
<td></td>
<td>303.29</td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td></td>
<td></td>
<td></td>
<td>535.22</td>
<td>1062.32</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>327.43</td>
<td>297.14</td>
</tr>
<tr>
<td>21</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>1160.48</td>
<td></td>
<td>509.74</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>27</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>29</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>559.78</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table A2.2. The time series of the mass flux of applied irrigation water at San Acacia, N.M. (c_i c_i - Kg/ha/day) for the 1978 irrigation season.
<table>
<thead>
<tr>
<th>freq.</th>
<th>$\phi_{m_i m_i} (f)$</th>
<th>$\phi_{m_o m_o} (f)$</th>
<th>$\phi_{m_o m_o} / \phi_{m_i m_i}$</th>
<th>$\theta$ (rads)</th>
<th>$K^2(f)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>.005</td>
<td>2396.78</td>
<td>3428.61</td>
<td>1.431</td>
<td>-0.569</td>
<td>.004</td>
</tr>
<tr>
<td>.025</td>
<td>3622.03</td>
<td>2163.06</td>
<td>0.597</td>
<td>0.580</td>
<td>.300</td>
</tr>
<tr>
<td>.050</td>
<td>6385.99</td>
<td>1389.69</td>
<td>0.218</td>
<td>0.879</td>
<td>.506</td>
</tr>
<tr>
<td>.075</td>
<td>7921.61</td>
<td>1016.96</td>
<td>0.128</td>
<td>1.149</td>
<td>.521</td>
</tr>
<tr>
<td>.100</td>
<td>7309.21</td>
<td>820.82</td>
<td>0.112</td>
<td>1.457</td>
<td>.510</td>
</tr>
<tr>
<td>.125</td>
<td>8554.70</td>
<td>832.14</td>
<td>0.097</td>
<td>1.782</td>
<td>.320</td>
</tr>
<tr>
<td>.150</td>
<td>8903.38</td>
<td>560.70</td>
<td>0.062</td>
<td>1.932</td>
<td>.216</td>
</tr>
<tr>
<td>.175</td>
<td>7188.12</td>
<td>565.30</td>
<td>0.079</td>
<td>1.748</td>
<td>.329</td>
</tr>
<tr>
<td>.200</td>
<td>7140.12</td>
<td>371.34</td>
<td>0.052</td>
<td>1.956</td>
<td>.153</td>
</tr>
<tr>
<td>.225</td>
<td>7970.07</td>
<td>280.34</td>
<td>0.035</td>
<td>2.071</td>
<td>.035</td>
</tr>
<tr>
<td>.250</td>
<td>8714.55</td>
<td>221.92</td>
<td>0.025</td>
<td>2.772</td>
<td>.032</td>
</tr>
<tr>
<td>.275</td>
<td>8571.94</td>
<td>172.99</td>
<td>0.018</td>
<td>3.071</td>
<td>.013</td>
</tr>
<tr>
<td>.300</td>
<td>7969.53</td>
<td>167.03</td>
<td>0.021</td>
<td>4.248</td>
<td>.005</td>
</tr>
<tr>
<td>.325</td>
<td>8301.55</td>
<td>146.34</td>
<td>0.018</td>
<td>1.955</td>
<td>.008</td>
</tr>
<tr>
<td>.350</td>
<td>6327.81</td>
<td>143.66</td>
<td>0.023</td>
<td>1.067</td>
<td>.026</td>
</tr>
<tr>
<td>.375</td>
<td>6918.70</td>
<td>131.13</td>
<td>0.019</td>
<td>2.740</td>
<td>.013</td>
</tr>
<tr>
<td>.400</td>
<td>9613.77</td>
<td>145.33</td>
<td>0.015</td>
<td>2.842</td>
<td>.037</td>
</tr>
<tr>
<td>.425</td>
<td>8020.89</td>
<td>153.52</td>
<td>0.019</td>
<td>2.564</td>
<td>.049</td>
</tr>
<tr>
<td>.450</td>
<td>8505.76</td>
<td>132.01</td>
<td>0.016</td>
<td>2.682</td>
<td>.037</td>
</tr>
<tr>
<td>.475</td>
<td>9390.69</td>
<td>153.03</td>
<td>0.016</td>
<td>2.411</td>
<td>.059</td>
</tr>
<tr>
<td>.500</td>
<td>9121.48</td>
<td>151.57</td>
<td>0.017</td>
<td>2.459</td>
<td>.079</td>
</tr>
</tbody>
</table>

Table A2.3. Estimates of the spectra, transfer function, phase and coherency squared for the mass flux time series at San Acacia, New Mexico.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Jan</td>
<td>194.9</td>
<td>174.7</td>
<td>139.3</td>
<td>118.7</td>
<td>233.0</td>
</tr>
<tr>
<td>Feb</td>
<td>231.8</td>
<td>208.7</td>
<td>197.6</td>
<td>247.7</td>
<td>184.1</td>
</tr>
<tr>
<td>Mar</td>
<td>169.7</td>
<td>279.1</td>
<td>200.2</td>
<td>175.1</td>
<td>234.2</td>
</tr>
<tr>
<td>Apr</td>
<td>138.8</td>
<td>157.9</td>
<td>152.8</td>
<td>107.5</td>
<td>186.7</td>
</tr>
<tr>
<td>May</td>
<td>24.1</td>
<td>137.9</td>
<td>165.2</td>
<td>95.6</td>
<td>138.5</td>
</tr>
<tr>
<td>Jun</td>
<td>165.6</td>
<td>112.3</td>
<td>127.3</td>
<td>76.6</td>
<td>87.5</td>
</tr>
<tr>
<td>Jul</td>
<td>131.6</td>
<td>73.7</td>
<td>103.7</td>
<td>34.3</td>
<td>17.0</td>
</tr>
<tr>
<td>Aug</td>
<td>100.2</td>
<td>52.5</td>
<td>80.4</td>
<td>56.7</td>
<td>205.9</td>
</tr>
<tr>
<td>Sep</td>
<td>157.1</td>
<td>115.9</td>
<td>126.0</td>
<td>125.3</td>
<td>155.6</td>
</tr>
<tr>
<td>Oct</td>
<td>190.2</td>
<td>132.9</td>
<td>144.0</td>
<td>147.2</td>
<td>204.4</td>
</tr>
<tr>
<td>Nov</td>
<td>120.8</td>
<td>145.9</td>
<td>86.4</td>
<td>153.0</td>
<td>201.3</td>
</tr>
<tr>
<td>Dec</td>
<td>51.3</td>
<td>177.9</td>
<td>96.5</td>
<td>84.3</td>
<td>146.9</td>
</tr>
</tbody>
</table>

Table A2.4. The time series of chloride concentration (ppm) in the Rhine River at Strasbourg, France.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Jan</td>
<td>179.2</td>
<td>100.4</td>
<td>141.0</td>
<td>120.0</td>
<td>140.2</td>
</tr>
<tr>
<td>Feb</td>
<td>176.6</td>
<td>83.2</td>
<td>144.0</td>
<td>132.3</td>
<td>145.5</td>
</tr>
<tr>
<td>Mar</td>
<td>183.8</td>
<td>101.6</td>
<td>188.0</td>
<td>145.9</td>
<td>166.5</td>
</tr>
<tr>
<td>Apr</td>
<td>216.2</td>
<td>163.0</td>
<td>178.4</td>
<td>202.3</td>
<td>174.0</td>
</tr>
<tr>
<td>May</td>
<td>210.0</td>
<td>206.7</td>
<td>197.6</td>
<td>177.6</td>
<td>215.0</td>
</tr>
<tr>
<td>Jun</td>
<td>204.0</td>
<td>183.2</td>
<td>175.0</td>
<td>130.8</td>
<td>188.4</td>
</tr>
<tr>
<td>Jul</td>
<td>189.0</td>
<td>144.0</td>
<td>192.7</td>
<td>109.6</td>
<td>156.2</td>
</tr>
<tr>
<td>Aug</td>
<td>166.5</td>
<td>138.0</td>
<td>157.0</td>
<td>80.0</td>
<td>155.0</td>
</tr>
<tr>
<td>Sep</td>
<td>148.4</td>
<td>95.2</td>
<td>127.1</td>
<td>79.8</td>
<td>116.3</td>
</tr>
<tr>
<td>Oct</td>
<td>123.0</td>
<td>96.0</td>
<td>113.3</td>
<td>96.0</td>
<td>143.0</td>
</tr>
<tr>
<td>Nov</td>
<td>128.8</td>
<td>123.0</td>
<td>145.1</td>
<td>123.2</td>
<td>156.0</td>
</tr>
<tr>
<td>Dec</td>
<td>162.0</td>
<td>152.0</td>
<td>137.0</td>
<td>134.4</td>
<td>171.4</td>
</tr>
</tbody>
</table>

Table A2.5. The time series of chloride concentration (ppm) in the pumping well at Strasbourg, France.
<table>
<thead>
<tr>
<th>freq.</th>
<th>$\phi_{c_i c_i}(f)$</th>
<th>$\phi_{c_W c_W}(f)$</th>
<th>$\phi_{c_W c_W} / \phi_{c_i c_i}$</th>
<th>$\theta(f)$</th>
<th>$K^2(f)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>354.68</td>
<td>385.29</td>
<td>1.09</td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td>0.38</td>
<td>576.96</td>
<td>558.22</td>
<td>0.97</td>
<td>0.84</td>
<td></td>
</tr>
<tr>
<td>0.08</td>
<td>1289.46</td>
<td>660.41</td>
<td>0.51</td>
<td>1.31</td>
<td></td>
</tr>
<tr>
<td>0.12</td>
<td>1205.96</td>
<td>384.01</td>
<td>0.32</td>
<td>1.61</td>
<td></td>
</tr>
<tr>
<td>0.15</td>
<td>876.25</td>
<td>251.51</td>
<td>0.29</td>
<td>2.53</td>
<td></td>
</tr>
<tr>
<td>0.19</td>
<td>506.75</td>
<td>187.40</td>
<td>0.37</td>
<td>2.93</td>
<td></td>
</tr>
<tr>
<td>0.23</td>
<td>387.80</td>
<td>75.99</td>
<td>0.20</td>
<td>3.97</td>
<td></td>
</tr>
<tr>
<td>0.27</td>
<td>358.08</td>
<td>62.35</td>
<td>0.17</td>
<td>4.00</td>
<td></td>
</tr>
<tr>
<td>0.31</td>
<td>151.28</td>
<td>48.07</td>
<td>0.32</td>
<td>4.75</td>
<td></td>
</tr>
<tr>
<td>0.35</td>
<td>172.80</td>
<td>27.42</td>
<td>0.16</td>
<td>4.68</td>
<td></td>
</tr>
<tr>
<td>0.38</td>
<td>181.97</td>
<td>19.12</td>
<td>0.11</td>
<td>4.72</td>
<td></td>
</tr>
<tr>
<td>0.42</td>
<td>285.03</td>
<td>36.83</td>
<td>0.13</td>
<td>5.93</td>
<td></td>
</tr>
<tr>
<td>0.46</td>
<td>288.20</td>
<td>31.30</td>
<td>0.14</td>
<td>6.28</td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>108.53</td>
<td>20.70</td>
<td>0.19</td>
<td>6.21</td>
<td></td>
</tr>
</tbody>
</table>

Table A2.6. Estimates of the spectra, transfer function, phase and coherency squared for the chloride time series at Strasbourg, France.
<table>
<thead>
<tr>
<th>Year</th>
<th>Month</th>
<th>TIF</th>
<th>Siebenbrunnen</th>
</tr>
</thead>
<tbody>
<tr>
<td>1973</td>
<td>Sep</td>
<td>183</td>
<td>140</td>
</tr>
<tr>
<td></td>
<td>Oct</td>
<td>125</td>
<td>140</td>
</tr>
<tr>
<td></td>
<td>Nov</td>
<td>93</td>
<td>148</td>
</tr>
<tr>
<td></td>
<td>Dec</td>
<td>62</td>
<td>142</td>
</tr>
<tr>
<td></td>
<td>Jan</td>
<td>40</td>
<td>141</td>
</tr>
<tr>
<td></td>
<td>Feb</td>
<td>60</td>
<td>137</td>
</tr>
<tr>
<td></td>
<td>Mar</td>
<td>107</td>
<td>141</td>
</tr>
<tr>
<td></td>
<td>Apr</td>
<td>131</td>
<td>143</td>
</tr>
<tr>
<td></td>
<td>May</td>
<td>194</td>
<td>141</td>
</tr>
<tr>
<td></td>
<td>Jun</td>
<td>271</td>
<td>149</td>
</tr>
<tr>
<td></td>
<td>Jul</td>
<td>239</td>
<td>137</td>
</tr>
<tr>
<td></td>
<td>Aug</td>
<td>132</td>
<td>133</td>
</tr>
<tr>
<td></td>
<td>Sep</td>
<td>146</td>
<td>121</td>
</tr>
<tr>
<td></td>
<td>Oct</td>
<td>128</td>
<td>119</td>
</tr>
<tr>
<td></td>
<td>Nov</td>
<td>189</td>
<td>134</td>
</tr>
<tr>
<td></td>
<td>Dec</td>
<td>303</td>
<td>140</td>
</tr>
<tr>
<td>1974</td>
<td>Jan</td>
<td>201</td>
<td>128</td>
</tr>
<tr>
<td></td>
<td>Feb</td>
<td>81</td>
<td>133</td>
</tr>
<tr>
<td></td>
<td>Mar</td>
<td>870</td>
<td>129</td>
</tr>
<tr>
<td></td>
<td>Apr</td>
<td>282</td>
<td>131</td>
</tr>
<tr>
<td></td>
<td>May</td>
<td>300</td>
<td>165</td>
</tr>
<tr>
<td></td>
<td>Jun</td>
<td>270</td>
<td>161</td>
</tr>
<tr>
<td></td>
<td>Jul</td>
<td>233</td>
<td>200</td>
</tr>
<tr>
<td></td>
<td>Aug</td>
<td>179</td>
<td>173</td>
</tr>
<tr>
<td></td>
<td>Sep</td>
<td>156</td>
<td>145</td>
</tr>
<tr>
<td></td>
<td>Oct</td>
<td>94</td>
<td>146</td>
</tr>
<tr>
<td></td>
<td>Nov</td>
<td>122</td>
<td>151</td>
</tr>
<tr>
<td></td>
<td>Dec</td>
<td>69</td>
<td>148</td>
</tr>
<tr>
<td>1975</td>
<td>Jan</td>
<td>80</td>
<td>147</td>
</tr>
<tr>
<td></td>
<td>Feb</td>
<td>100</td>
<td>135</td>
</tr>
<tr>
<td></td>
<td>Mar</td>
<td>133</td>
<td>141</td>
</tr>
<tr>
<td></td>
<td>Apr</td>
<td>178</td>
<td>133</td>
</tr>
<tr>
<td></td>
<td>May</td>
<td>378</td>
<td>172</td>
</tr>
<tr>
<td></td>
<td>Jun</td>
<td>274</td>
<td>201</td>
</tr>
<tr>
<td></td>
<td>Jul</td>
<td>181</td>
<td>170</td>
</tr>
<tr>
<td></td>
<td>Aug</td>
<td>134</td>
<td>164</td>
</tr>
<tr>
<td></td>
<td>Sep</td>
<td>149</td>
<td>155</td>
</tr>
<tr>
<td></td>
<td>Oct</td>
<td>87</td>
<td>148</td>
</tr>
<tr>
<td></td>
<td>Nov</td>
<td>44</td>
<td>140</td>
</tr>
<tr>
<td></td>
<td>Dec</td>
<td>101</td>
<td>142</td>
</tr>
<tr>
<td>1976</td>
<td>Jan</td>
<td>52</td>
<td>146</td>
</tr>
<tr>
<td></td>
<td>Feb</td>
<td>50</td>
<td>142</td>
</tr>
<tr>
<td></td>
<td>Mar</td>
<td>32</td>
<td>129</td>
</tr>
<tr>
<td></td>
<td>Apr</td>
<td>47</td>
<td>132</td>
</tr>
<tr>
<td></td>
<td>May</td>
<td>81</td>
<td>132</td>
</tr>
</tbody>
</table>

Table A2.7. Time series of tritium concentration $^3$H (in tritium units) of the tritium input function (TIF) and in the Siebenbrunnen spring in the Karst region of Rawil, Switzerland.
<table>
<thead>
<tr>
<th></th>
<th>TIF</th>
<th></th>
<th>Siebenbrunnen</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jun</td>
<td>98</td>
<td></td>
<td>103</td>
</tr>
<tr>
<td>Jul</td>
<td>180</td>
<td></td>
<td>90</td>
</tr>
<tr>
<td>Aug</td>
<td>163</td>
<td></td>
<td>92</td>
</tr>
<tr>
<td>Sep</td>
<td>118</td>
<td></td>
<td>97</td>
</tr>
<tr>
<td>Oct</td>
<td>104</td>
<td></td>
<td>100</td>
</tr>
<tr>
<td>Nov</td>
<td>43</td>
<td></td>
<td>104</td>
</tr>
<tr>
<td>Dec</td>
<td>46</td>
<td></td>
<td>102</td>
</tr>
<tr>
<td>1978 Jan</td>
<td>80</td>
<td></td>
<td>108</td>
</tr>
<tr>
<td>Feb</td>
<td>71</td>
<td></td>
<td>109</td>
</tr>
<tr>
<td>Mar</td>
<td>78</td>
<td></td>
<td>114</td>
</tr>
<tr>
<td>Apr</td>
<td>84</td>
<td></td>
<td>101</td>
</tr>
<tr>
<td>May</td>
<td>137</td>
<td></td>
<td>94</td>
</tr>
<tr>
<td>Jun</td>
<td>137</td>
<td></td>
<td>100</td>
</tr>
</tbody>
</table>

Table A2.7. Continued.
<table>
<thead>
<tr>
<th>freq. (cycles/mo.)</th>
<th>$\phi_{C_1C_i}(f)$</th>
<th>$\phi_{CC}(f)$</th>
<th>$\phi_{CC}/\phi_{C_1C_i}$</th>
<th>$\phi(f)$</th>
<th>$K^2(f)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>4729.47</td>
<td>446.56</td>
<td>0.09</td>
<td>0.98</td>
<td>0.27</td>
</tr>
<tr>
<td>0.04</td>
<td>5514.17</td>
<td>307.82</td>
<td>0.56</td>
<td>1.22</td>
<td>0.41</td>
</tr>
<tr>
<td>0.08</td>
<td>4826.18</td>
<td>128.74</td>
<td>0.03</td>
<td>1.23</td>
<td>0.35</td>
</tr>
<tr>
<td>0.13</td>
<td>2131.55</td>
<td>65.94</td>
<td>0.03</td>
<td>1.78</td>
<td>0.09</td>
</tr>
<tr>
<td>0.17</td>
<td>800.87</td>
<td>50.62</td>
<td>0.63</td>
<td>2.51</td>
<td>0.18</td>
</tr>
<tr>
<td>0.21</td>
<td>1127.34</td>
<td>26.77</td>
<td>0.24</td>
<td>4.18</td>
<td>0.02</td>
</tr>
<tr>
<td>0.25</td>
<td>1478.82</td>
<td>12.58</td>
<td>0.01</td>
<td>3.54</td>
<td>0.32</td>
</tr>
<tr>
<td>0.29</td>
<td>1648.06</td>
<td>13.32</td>
<td>0.01</td>
<td>4.15</td>
<td>0.19</td>
</tr>
<tr>
<td>0.33</td>
<td>1964.15</td>
<td>7.23</td>
<td>0.01</td>
<td>3.78</td>
<td>0.18</td>
</tr>
<tr>
<td>0.38</td>
<td>1782.48</td>
<td>11.77</td>
<td>0.01</td>
<td>4.11</td>
<td>0.49</td>
</tr>
<tr>
<td>0.42</td>
<td>1318.40</td>
<td>7.69</td>
<td>0.01</td>
<td>4.72</td>
<td>0.43</td>
</tr>
<tr>
<td>0.46</td>
<td>1357.63</td>
<td>4.97</td>
<td>0.01</td>
<td>5.55</td>
<td>0.58</td>
</tr>
<tr>
<td>0.50</td>
<td>1604.48</td>
<td>4.30</td>
<td>0.01</td>
<td>5.90</td>
<td>0.64</td>
</tr>
</tbody>
</table>

Table A2.8. Estimates of the spectra, transfer function, phase and coherency squared for the tritium time series in the Karst region of Rawil, Switzerland.